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High-level applications, e.g., 
smart home, elderly healthcare, 
ambient assisted living, human 

computer interaction

Low-level sensor data, e.g., 
wearable sensors, vision 

sensors, environment sensors

GAP

….

Human 
Activity 

Recognition

games sports training fall detection

rehabilitation training ambient assisted living

https://www.researchgate.net/publication/303096601_Progress_in_ambient_assisted
_systems_for_independent_living_by_the_elderly/figures?lo=100

Camera
Accelerometer

Gyroscope
RFID

Infrared
Pressure

Temperature
Humidity

…
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 Vision-based methods

✓ utilize a camera or video to capture human movement, 
such as Kinect

✓ easily influenced by ambient occlusion, background 
noise, and illumination variations

✓ privacy issues, fixed place

 Ambient sensor-based methods
✓ place or embed sensors in the household objects

✓ infer the on-going activities based on the interaction between 
an individual and the surroundings

✓ fixed place, not trivial to setup and maintain the system

Wearable sensor-based methods
✓ recognize human activities according to the wearable sensor 

data collected by someone performing an activity

✓ suitable for both indoor and outdoor scenarios

✓ less invasive to users

Categorization According to the Used Sensing Units
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Body Sensor Network

https://pubs.rsc.org/en/content/articlelanding/2018/tb/c8tb01063c#!divAbstract
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Wearable Sensors for Activity Recognition

https://www.researchgate.net/publication/322261039_Enabling_Technologies_for_the_
Internet_of_Health_Things/figures?lo=1
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Activity Recognition Chain (ARC)

 Consist of the (offline) training stage and (online) 
prediction stage

 Key components: segmentation, extracting features, 
feature reduction, choice of classifiers



8

Segmentation

 Divide time-series sensor data 
into segments

 Segmentation methods:

✓ explicit segmentation

✓ sliding window

• time-based vs. event-based (how 
many sensor events in a window)

• fixed size vs. dynamic (adaptive) 
size

• overlap vs. non-overlap between 
two segments

✓ change-point-based

 Time-based sliding window 
technique is widely used and works 
well in practical use

Fig. 1(a). Illustration of three specific sliding 
window techniques. Each symbol of the sensor 
events denotes a specific sensor. The activity 
sequence consists of two activities, activity A and 
activity B

Fig. 1(b). Two types of sliding window 
techniques. (a) Non-overlapping.  (b) 
Overlapping
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Extracting Features

 Time domain

✓ mean, std, maximum, minimum

✓ autoregression coefficients

✓ signal magnitude area, energy 

✓ correlation coefficient between two signals

✓ …

 Frequency domain

✓ skewness, kurtosis, the frequency component with largest 
magnitude

✓ …

 Time-frequency domain

✓ wavelet transformation

 Structural features

✓ try to find interrelation or correlation between the signals

✓ This means that the signal can fit a previously defined 
mathematical function to the current state of the variables
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Dimensionality Reduction

 Feature extraction

✓ project the high-dimensional data into a reduced space 

✓ unsupervised methods (e.g., principle component 
analysis (PCA), t-distributed stochastic neighbor 
embedding (t-SNE)), supervised methods (e.g., linear 
discriminant analysis (LDA))

 Feature selection

✓ seeks to find the minimally sized subset of features 
without significantly degrading the classification 
accuracy and changing the class distribution

Data points fitting

A1 A2 A3 A4 C A2 A4 C

A1 A2 A3 A4 C B1 B2 C

B1 = f(A1, A2, A3, A4)

B2 = g(A1, A2, A3, A4)
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Deep Learning

 have the end-to-end learning capability to automatically 
learn high-level features from raw signals

 joint optimization of features and classifiers

Wang, Aiguo, et al. "Activities of Daily Living Recognition with Binary Environment Sensors
Using Deep Learning: A Comparative Study." IEEE Sensors Journal (2020).
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✓capriciousness
✓evolution
✓null class
✓multiple granularity 
(action, activity, behavior, 
plan, goal, intention, etc.)
✓…

CHALLENGE

Modelling 
and 

Evaluation

Human 
Behavior 

Itself
Data

✓data fragmentation
✓data heterogeneity
✓data representativeness
✓data sparsity
✓imbalanced data distribution
✓spatial-temporal correlation
✓…

✓behavior computable?
✓no standard evaluation 
metrics or systems as the 
context of human behavior 
varies
✓what performance should be 
considered (e.g., accuracy, 
time-efficiency, energy 
efficiency, robustness)
✓…

Fig. Influence of null class

Yu, Zhiwen, et al. "Ten scientific problems in human behavior 
understanding." CCF Transactions on Pervasive Computing and 
Interaction 1.1 (2019): 3-9.
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 Inter-subject and intra-subject variations
✓ subject dependent vs. subject independent

 Interleaved activities
✓ cooking- telephone - cooking

 Concurrent activities
✓ talking & watching TV

 …

Human Behavior Itself (cont’d)

Allen's interval algebra
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 Confusion between similar activities
✓ predefined activities that trigger similar sensor signals

Human Behavior Itself (cont’d)

Fig. Comparison of the magnitude of a tri-accelerometer among three different 
activities. The accelerometer has sensor readings from three axes, i.e., x-axis, y-
axis, and z-axis. (a) Comparison of walking and standing; (b) Comparison of 
standing and sitting.
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Hierarchical Human Activity Recognition

 Idea: divide the predefined activities of interest into 
multiple sub-groups and further recognize activities

X1

X2

 Motivation: for multiple-class classification problem, 
how to get the decision boundary?

X1

X2

X1

X2

(A)

(B)

two steps

HOW?

Binary classification

Binary classification
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(Prior) Knowledge-driven Approach

 In some (simple) cases, we can group the activities of 
interest into sub-groups according to the movement state, 
time-spatial information, or other knowledge

 E.g., group standing, sitting, lying into static activity, and 
group walking, go-upstairs, and go-downstairs into dynamic 
activity

 Organize the procedure into a tree-structure

Fig. Flat structure
Fig. Tree-based (Hierarchical) structure

Wang, Aiguo, et al. "Towards human activity recognition: a hierarchical feature selection 
framework." Sensors 18.11 (2018): 3629.
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Knowledge-driven Tree-based Model

 Training stage 

✓build a classifier for each non-leaf node

✓for each non-leaf node, its training set comes from its child 
nodes

 Prediction stage

✓a top-down fashion is used to gradually predict its most specific 
activity label

 For complex cases where we need
to handle a large number of
activities and expert knowledge is
not available, e.g., write on notepad,
open hood, close hood, check gaps
on the front, open left front door,
close left front door, close both
left door, check trunk gaps, open
and close trunk, and checking
steering wheel

 not easy to obtain the hierarchical
structure PROBLEM 1
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Confusion matrix

 Allow visualization of the performance of an algorithm, 
typically a supervised learning one

 Each row of the matrix represents the instances in a 
predicted class while each column represents the instances 
in an actual class (or vice versa)

 Indicate the confusion among activities

Fig. Confusion matrix for activities (1, 2, 3, 4, 5, 6)
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Data-driven Tree-based Model

 Step 1: apply a clustering algorithm to the confusion matrix, and 
get a dendrogram that determines the clusters of activities

 Step 2: clip the dendrogram to get a tree structure

DONE !

Wang, Aiguo, et al. "HierHAR: Sensor-based Data-
driven Hierarchical Human Activity 
Recognition." IEEE Sensors Journal (2020).
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 What if we make wrong predictions at the first level?

 The misclassification of the top-level classifier jeopardizes the 
performance of the second-level classifiers 

PROBLEM 2
 compounding errors induced by the prediction 

process of the tree-based model

 In Table I, 1.7% standing instances 
are classified as upstairs. If an 
instance of standing is classified as 
dynamic activity by the top-level 
classifier, the second-level classifier 
can only classify it as walking, 
upstairs, or downstairs. 
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 Problem: restrict the connections of activities to a hierarchy of 
disjoint groups

 Idea: enable connections between any two activities under certain 
conditions
 Step 1: obtain the confusion matrix among the activities

 Step 2: for each activity A, find the set of activities S(A) 
that are more easily misclassified as activity A

✓ define a confusion threshold to obtain the confusing 
activities of A

Wang, Aiguo, et al. "HierHAR: Sensor-based Data-driven Hierarchical Human 
Activity Recognition." IEEE Sensors Journal (2020).

 Graph-based model DONE !
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Data-driven Graph-based Model

 Training stage 

✓first trains a top-level classifier to 
distinguish all the predefined 
activities

✓ for each activity A that has non-
empty S(A), we train a second-level 
classifier to distinguish between A 
and S(A)

 Prediction stage

✓ first classify it using the top-level 
classifier

✓ If the set S(A) of the top-level 
prediction A is not empty, use the 
second-level classifier associated 
with A and S(A) to get the final 
prediction; otherwise, report the 
top-level result
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Data Points Mixture

 Apply a clustering algorithm on the data points, the 
results provide the confusion information (from the 
viewpoint of data distribution) 

 Measure the confusion among activities

✓ use a confusion threshold θ to decide whether Lj is a potential 
confusing activity of Li
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Clustering-guided Graph-based Model

 lines 1-2 show the steps of 
quantifying the confusion among 
activities

 lines 3-5 denote the classification 
model training that mainly describes 
how to build a hierarchical activity 
recognizer under the guidance of 
the activity relationships

 lines 6-8 show the procedure of how 
to obtain the predicted label of a 
test sample, which involves two-level 
classifications

Graph-based Model
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 SkodaMiCP contains the sensor signals of ten manipulative gestures 
performed by the assembly-line worker in a car maintenance 
environment
✓ write on notepad (WN), open hood (OH), close hood (CH), check 

gaps on the front (CG), open left front door (OL), close left 
front door (CL), close both left door (CB), check trunk gaps(CT), 
open and close trunk (OCT), checking steering wheel (CSW)

✓ collected for about three hours with USB sensors placed on the 
right and left lower and upper arm

✓ each USB sensor is a 3-axis accelerometer working at a 64 Hz
✓ the data were divided into 1s segments with 50% overlap 

between two adjacent windows

 UCI-HAR consists of six human activities performed by thirty 
volunteers with a smartphone attached to their waist
✓ walking, standing going downstairs, going upstairs, sitting, 

lying
✓ smartphone was embedded with a 3-axis accelerometer and 

a 3-axis gyroscope and worked at a 50 Hz sample rate
✓ The streaming sensor readings were divided into segments 

with a 2.56s half-overlap sliding window
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 Tree-based model and graph-based model are general 
frameworks that can take as the building blocks various 
classification models
✓ homogeneous mode: use the same classification model at 

the top level and the second level
• homogeneous tree-based model (HoT)
• homogeneous graph-based model (HoG)

✓ heterogeneous mode: use different classification models in 
the two levels
• heterogeneous tree-based model (HeT)
• heterogeneous graph-based model (HeG)

 Use four classification models that have different metrics
✓ naïve Bayes (NB), k nearest neighbor with k = 1 (KNN), 

decision tree (DT), support vector machine (SVM)

 Performance metrics
✓ Precision, recall
✓ F1, g-mean
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Recognition Performance (Confusion matrix-based model)
 Tree-based model has mixed results. Specifically, HeT outperforms HoT on 

UCI-HAR, while HoTperforms better than HeT on  SkodaMiCP
 Graph-based model, HeG consistently performs better than HoG
 In terms of the tree-based model and flat model, the flat model achieves a 

higher recognition rate in some cases. The main reason is that tree-based 
model probably induces compounding errors

 Graph-based model obtains consistently better generalization ability



33

Confusion Matrix

Fig. Confusion matrix on SkodaMiCP with NB used at the top-level. (a) Flat; (b) HoT;
(c) HeT; (d) HoG; (e) HeG.
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Evaluation of Hyperparameter (UCI-HAR)
 The candidate values of θ include 0.01, 0.02, 0.03, 0.05, and 0.1
 3% is a reasonable choice and the graph-based model works well in the 

majority of cases

(a) NB; (b) KNN; (c) DT; (d) SVM.
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Evaluation of Hyperparameter (SkodaMiCP)
 The candidate values of θ include 0.01, 0.02, 0.03, 0.05, and 0.1
 3% is a reasonable choice and the graph-based model works well in the 

majority of cases

(a) NB; (b) KNN; (c) DT; (d) SVM.
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Evaluation of the Combination of Classifiers
 Use NB, KNN, DT, or SVM at the top level and use NB, KNN, DT or SVM at 

the second level
 For UCI-HAR, we observe that the use of SVM at the second level generally 

outperforms its competitors. For SkodaMiCP, the homogeneous model is 
inferior to that of the heterogeneous model that uses SVM at the second 
level
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Recognition Performance (Clustering guided model)
 Use k-means with Euclidean distance
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Evaluation of Hyperparameter
 Confusion threshold

(a) NB; (b) KNN; (c) DT; (d) SVM. Number of clusters
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Evaluation of Hyperparameter
 Different distance metrics

(a) NB; (b) KNN; (c) DT; (d) SVM. Different clustering algorithms



Conclusion and Future Work 

❑ Conclusion

❑ Present two different data-driven methods to build 

hierarchical human activity recognition model, i.e., confusion 

matrix-based method & clustering guided method

❑ Tree-based model and graph-based model are presented for 

the confusion matrix-based method

❑ Conduct extensive comparative experiments

❑ Future work

❑ Human behavior itself driven research work

40
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