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Wrapper-based feature subset selection (FSS) methods tend to obtain better classification accuracy than
filter methods but are considerably more time-consuming, particularly for applications that have thou-
sands of features, such as microarray data analysis. Accelerating this process without degrading its high
accuracy would be of great value for gene expression analysis. In this study, we explored how to reduce
the time complexity of wrapper-based FSS with an embedded K-Nearest-Neighbor (KNN) classifier.
Instead of considering KNN as a black box, we proposed to construct a classifier distance matrix and
incrementally update the matrix to accelerate the calculation of the relevance criteria in evaluating
Microarray data the quality of the candidate features. Extensive experiments on eight publicly available microarray data-
Wrapper sets were first conducted to demonstrate the effectiveness of the wrapper methods with KNN for select-
Filter ing informative features. To demonstrate the performance gain in terms of time cost reduction, we then
k-nearest-neighbor conducted experiments on the eight microarray datasets with the embedded KNN classifiers and ana-
lyzed the theoretical time/space complexity. Both the experimental results and theoretical analysis
demonstrated that the proposed approach markedly accelerates the wrapper-based feature selection pro-
cess without degrading the high classification accuracy, and the space complexity analysis indicated that
the additional space overhead is affordable in practice.
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1. Introduction

The popularization and use of microarray technology in
biomedical research and medicine facilitates the high-throughput
measurement of many gene expression profiles simultaneously
and enables their meaningful application in the diagnosis of can-
cers and tumor subtypes, the discovery of drug targets and the
design of potentially effective drugs at the molecular level [1].
However, the intrinsic nature of microarray data with high dimen-
sionality (as many as thousands of genes) and small sample sizes
(as low as tens of samples) limits their powerful potential in prac-
tical use. In microarray data classification, the “curse of dimen-
sionality” problem can lead to over-fitting, which can degrade
the generalization ability of constructed classifiers in predicting
unseen samples [2,3]. In addition, the feature space that is involved
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can have irrelevant and redundant features and often generates a
classifier that has poor performance and weak robustness [4].
The available experimental evidence demonstrates that redundant
features deteriorate the performance of the Naive Bayes classifier
and that instance-based learners are sensitive to irrelevant fea-
tures [5]. One method to alleviate these problems is to remove
irrelevant and redundant features from the original feature space
using effective feature selection methods [6,7].

Feature subset selection (FSS) for microarray data, which is also
known as gene selection, is defined as the process of removing
irrelevant and redundant features and the identification of a fea-
ture subset that contains the most discriminative information from
the original feature space [8]. In addition to reducing the dimen-
sionality of the original feature space, feature selection offers a
multitude of advantages that are accompanied by a reduced num-
ber of features, such as enhancing the generalization ability of the
classifiers, reducing the training time, improving the performance
of the classifiers, facilitating data visualization and helping biolo-
gists identify the underlying biological mechanisms [9,10].

Based on the framework that has been proposed by Dash and
Liu [11], feature selection mainly consists of two components: a
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subset generation module and an evaluator module. The feature
subset generation module exploits search strategies to generate
candidate subsets, whereas the evaluator module measures the
goodness of a subset. Depending on whether the evaluator is
involved in the classifier, feature selection methods are typically
classified into three groups: filter, wrapper and embedded [12].
Filter methods have lower computational complexity and better
generalization ability. Because filter methods evaluate the quality
of a feature or a subset of features by using only the intrinsic prop-
erties of the training samples, they are flexible in combination with
a variety of classifiers. In contrast to filter methods, wrapper meth-
ods are specific to a given classifier and evaluate the quality of a
candidate subset, and these methods tend to obtain better classifi-
cation performance than the filter methods [13,14]. Embedded
methods are special cases of wrapper methods that are character-
ized by a deeper interaction between the feature selection and the
construction of the classifier. Feature subsets are generated when
embedded methods are used to construct the classifier. Typical
embedded methods include decision tree C4.5 [15] and SVM-RFE
algorithms [8].

Although wrapper methods achieve better classification
accuracy, a main disadvantage is that they are far more time-
consuming in actual use. For an experiment dataset with N features,
wrapper methods must evaluate O(N?) candidate subsets when
using the sequential forward selection scheme, and even incre-
mental wrapper methods evaluate a sub-quadratic number of can-
didate subsets [16,17]. Such high time complexity would require a
large amount of CPU time in the case of microarray data, which has
thousands of genes [18]. To alleviate this problem and accelerate
the process of feature selection, in this study, we investigated the
wrapper and incremental wrapper methods with the K-Nearest-
Neighbor (KNN) classifier embedded. Rather than considering the
KNN classifier as a black box when evaluating the quality of a can-
didate feature, we constructed and maintained a classifier distance
matrix to speed up the feature subset evaluation process and incre-
mentally updated the matrix after adding a candidate feature into
the selected feature subset. Because incrementally calculating the
distance between any two instances projected over the selected
features avoids a large amount of overlapping distance calcula-
tions, we expect a large reduction in the time cost. This work is a
significant extension of our earlier paper by Wang et al. [19]. In
particular, the main contributions of this paper are as follows:
(1) we propose to accelerate wrapper-based feature selection by
constructing a classifier distance matrix to store the distance
between instances projected over the selected features. This helps
us incrementally update the matrix when a new feature is selected,
avoid constructing a new classifier from scratch, and greatly reduce
massively repetitive calculations; (2) the proposed approach can
apply to three types of feature selection methods, including wrap-
per methods with sequential forward/backward selection, incre-
mental wrapper feature selection methods and incremental
wrapper feature selection with replacement methods; (3) we test
the effectiveness of wrapper-based feature selection method with
KNN classifiers on eight benchmark microarray datasets, and com-
pare it with the state-of-the-art feature selectors; (4) we analyze
the theoretical time complexity of the proposed approach and
experimentally validate its efficiency; (5) we finally analyze the
space complexity of the proposed approach.

The remainder of this paper is organized as follows. Section 2
briefly illustrates the classical KNN algorithm. In Section 3, we
detail the procedure of wrapper-based sequential forward selec-
tion and incremental wrapper-based feature subset selection
methods with the KNN classifier and describe an experiment to
demonstrate their effectiveness for feature selection in comparison
with that of the well-performing feature selector fast correlation-
based filter (FCBF). Section 4 describes the improved wrapper

method and incremental wrapper method in detail. In Section 5,
we first experimentally compare the actual time cost on eight pub-
licly available microarray datasets before and after acceleration,
and this experiment is followed by theoretical time and space com-
plexity analysis. The last section concludes the paper with a brief
summary and discussion.

2. K-nearest-neighbor classifier

In pattern recognition, K-Nearest-Neighbor (KNN) is a non-
parametric learning algorithm that is used for classification and
regression [19-21]. Because it is a typical type of instance-based
or memory-based learning scheme, all of the computation of
KNN is deferred until classification, and no explicit training step
is required for constructing a KNN classifier. Therefore, KNN is a
very simple but efficient algorithm that exhibits a time complexity
of O(1) when training a KNN classifier and of O(mn + mlog,m)
when classifying a new instance over a training set with m
instances and n attributes, where O(mn) is the time complexity
for calculating the distances between the new instance and each
of the training instances. In addition, O(mlog,m) is the time com-
plexity for sorting the distances when finding the k-nearest neigh-
bors of the new instance [22].

In KNN, various distance metrics are used to measure the dis-
tance between two instances according to the type of attribute.
Given two instances X=(xi,...,x,) and X = (x{,...,x,) from
experimental samples, the distance d(x;; x;) between two instances
projected on an attribute x; (1 < j < n) is calculated as follows. For
a categorical variable, d(x;;x) = 0 if x{ == x;, and d(x;x) =1 in
other cases; for numerical attributes, the Euclidean and
Manhattan distances are among the most commonly used metrics:

(xj—x)* for the
d(x;;x;) = |x; — x;| for the Manhattan distance. In terms of the

Euclidean distance metric, the distance D(x; x’') between X and x’
can be recursively defined as

d(x;; %) = Euclidean  distance and

DX;X)* = D(X1, ..., Xa_1: Xy, ..., Xy 1)* + d(Xn; X,)°. (1)

In the classification, to predict the class label of a new instance,
KNN first finds its k closest neighbors from the training set accord-
ing to the distance metric and then assigns the dominant label
among the k neighbors to the new instance. If k = 1, the label of a
new instance is determined by its closest neighbor. Due to its
implementation simplicity and classification effectiveness, KNN is
commonly used as a standard classifier to evaluate and compare
the performance of different feature selection algorithms [23-25]
and is integrated into the feature selection framework to evaluate
the quality of a candidate feature subset [26-29].

3. Wrapper-based feature selection
3.1. Wrapper-based feature selection with sequential forward selection

Because the wrapper method integrates a classifier into the fea-
ture selection process to evaluate the quality of a feature or a sub-
set of features, it tends to obtain a classifier with high classification
accuracy. Obviously, enumerating all of the possible combinations
of feature subsets and evaluating them one by one is the simplest
approach and guarantees obtaining the globally optimal feature
subset, while the computational complexity grows exponentially
at O(2V) with N number of features. This approach is often unac-
ceptable because it exhibits high time complexity in an actual
application, particularly in the case of gene expression profiles,
which have thousands of genes. To accelerate this process,
researchers have proposed various feature subset search strategies
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to generate candidate feature subsets. Commonly used search
methods include sequential forward selection (SFS), sequential
backward selection (SBS), bidirectional search, sequential floating
search, heuristic search, and random search [30]. Among these
search strategies, SFS achieves a better tradeoff between the com-
putational complexity and the quality of the obtained feature sub-
set. Starting from an empty set, SFS first selects the feature that is
most relevant to the target variable, as evaluated by a classifier and
then searches for the next candidate feature that most contributes
to the enhancement of the classification accuracy among the
remaining features and continues with this process until there is
no improvement in accuracy or there is no candidate feature left.
Through adopting such a deterministic search strategy, the wrap-
per method evaluates only O((S + 1)N) candidate feature subsets
if S features are finally selected and O(N?) feature subsets in the
worst case. Algorithm 1 presents a pseudo-code of the wrapper
method with SFS.

3.2. Incremental wrapper-based feature selection

With the aim of further reducing the time cost and obtaining a
final feature subset within linear time complexity, a hybrid feature
selection method using a combination of filter and wrapper meth-
ods, which was denoted incremental wrapper subset selection
(IWSS), has been proposed [31]. In contrast to the wrapper method
with SFS for selecting the feature that most contributes to the
enhancement of the classification accuracy within each run, IWSS
first employs a filter method to obtain a sequence of ranked fea-
tures according to their relevance to the target variable; starting
from the first feature, IWSS then incrementally adds features from
the sequence of ranked features to the selected subset in a wrapper
manner. By integrating the filter and wrapper methods, IWSS not
only achieves satisfactory results but also significantly reduces
the time complexity to O(N) instead of O(N?) in SFS [31].

Algorithm 1. Wrapper-based Sequential Forward Selection (SFS)

Input:  Data with feature set F and class label C;
Output:  S; //selected feature subset

1 acc=0;

2 S=null;

3 while ~isempty(F) do

4 flag =0;

5 for i =1 to length(F) do

6 Syew = add(copy(S); Fi);

7 acc,e, = evaluate(classifier, DataSnewVich);
8 if acc,e, > acc then

9 ind =1; acc = accyew; flag=1;

10 if flag then

11 S=add(S; Fin); //add Fipqto S

12 F = del(F; Fin); //remove Fi,q from F
13 else

14 L |_ break; //stop feature selection

15 return S;

Because the incremental wrapper method adopts the best-first
strategy for feature selection, once a feature is selected, it remains
in the selected subset until the end of the search process, which
limits the search space and could easily lead to a locally optimal
solution because a subset that has the best features may not be
the best subset. To mitigate this problem, Bermejo et al. proposed
the incremental wrapper subset selection with replacement
(IWSSr) method that not only considers the addition of a new fea-
ture but also allows the interchange between the new feature and
one of the previously selected features [32]. Because IWSSr must
evaluate the addition and replacement operations, the time com-
plexity of the wrapper evaluation is O(sN) if s features are selected.
The worst time complexity is O(N?) if all of the N features are

selected. Algorithm 2 presents the pseudo-code of the IWSSr
method, and the IWSS method can be obtained by deleting the
replacement section (lines 6 through 11 in Algorithm 2). In
Algorithm 2, when evaluating a candidate feature R; the IWSSr
method addresses R; by using one of the following three operations:
(1) replacing S;, which is already selected in the feature subset S,
with R;, i.e., the operation swap(S;, R;) (lines 7 and 10); (2) adding
R; to the selected subset S, i.e., the operation add(R;) (line 15); or
(3) discarding R; (line 17). The best operation (bestOp) is the opera-
tion that contributes the most to the enhancement of the classifica-
tion accuracy and that satisfies the relevance criteria, as will be
discussed in the next subsection. Specifically, in evaluating a candi-
date feature, if a replacement operation contributes more to the
accuracy than an addition operation, the bestOp is the replacement
operation. In contrast, if the addition operation contributes more to
the accuracy than the replacement operation, the bestOp is addition,
whereas if both the replacement and addition operations fail to
enhance the accuracy, the candidate feature being analyzed is dis-
carded. For IWSS, the optional operations are (1) to add the candi-
date feature to the selected subset or (2) to discard the candidate
feature.

3.3. Relevance criteria

In the incremental wrapper subset selection without and with a
replacement methods, i.e., IWSS and IWSSr, respectively, the good-
ness of a candidate feature is assessed by the function evalu-
ate(classifier, Data'>“(¢)), which trains and validates the
classifier using a fivefold cross-validation over the dataset Data
projected over Sy, U{C} (C is the target class) [31]. Rather than
use the average accuracy of the fivefold cross-validation and con-
duct a t-test over the fivefold cross-validation results proposed
previously [31], we adopted the following criteria [33]: (1) a five-
fold cross-validation was employed to decide whether a new fea-
ture is added to the selected feature subset S and (2) the new
feature f is included only if the average accuracy of the fivefold
cross-validation over Data'SY“©} is better than that of the fivefold
cross-validation over Data*"' and at least MinFoldersBetter (mf)
of the five-folds works well. MinFoldersBetter (mf) is actually a
counter for recording how many times the five classification
accuracies obtained from the fivefold cross-validation over
Datas¥™% is better than the average accuracy of the fivefold
cross-validation over Data“{“. This approach avoids the criticism
of using a statistical test with a small sample size. For better con-
trol of noise and over-fitting in the feature selection, the recom-
mended empirical values for mf are 2 or 3 [33]. For the wrapper-
based SFS method, the criterion is that the new feature fis included
only if the average accuracy of fivefold cross-validation over
Data'*¥"(< is better than that of fivefold cross-validation over
Data"*"{ In Algorithm 2, the returned items of the function evalu-
ate(classifier, Data'S**“') include the average classification accu-
Iacy aCCpew of the fivefold cross-validation over Data'>*{©}, and
the number num indicates how many times the five classification
accuracies obtained from the fivefold cross-validation are better
than the previous average classification accuracy over Data'*"{®.

3.4. Experimental evaluation

In this section, we evaluate the quality of the selected feature
subset obtained by the above-mentioned methods by comparing
the classification accuracy over eight publicly available microarray
datasets with high dimensionality and a small sample size, as
shown in Table 1; the last column #SFR gives the ratio between
the number of samples and the number of features.
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Algorithm 2. Incremental Subset Selection with

Replacement (IWSSr)

Wrapper

Input:  Data with feature set F and class label C, MinFoldersBetter mf;
Output:  S; //selected feature subset
1 ranked feature list R using a filter method;
2 S ={R\}; //select the first feature of R
3 acc = evaluate(classifier, Data*$V(c});
4 fori=2tondo
5 bestOp =null;
;// replacement
6 for j = 1 to length(S) do
7 Shew = update(copy(S), swap(S;, R;))
8 [accpen, num] = evaluate(classifier, Data*Snew u(c));
9 if (accpe > ace && num >= mf) then

10 L bestOp = swap(S;, R;);
11 acc = ACChews
:// addition
12 Syew=update(copy(S), add(R)));
13 [aCCpen, num] = evaluate(classifier, DataSnew V{C});
14 if (accpen > ace && num >= mf) then
15 bestOp = add(R));
16 ace = acCuey;
;//replacement or addition
17 if bestOp !=null then

18 L
19 return S;

update(S, bestOp);

Colon data: Colon data consists of 62 samples with 2000 genes in
each sample. Of these samples, 40 are diagnosed as tumors, and
the remaining 22 are normal samples. The classification task is to
distinguish between the tumor and normal samples according to
the gene expression profiles [34].

Central Nervous System (CNS) data: The task is to predict the
patient outcomes for central nervous system embryonal tumors.
This dataset contains 60 patient samples with 7129 genes in each
sample, and of these samples, 21 are survivors, and 39 are failures
[35].

Prostate data: This dataset is composed of 50 non-tumor pros-
tate samples and 52 prostate tumors with 12,600 genes [36]. The
task is to identify the expression patterns that correlate with the
distinction of prostate tumors from normal samples.

Leukemial data: A collection of leukemia patient samples from
the bone marrow and peripheral blood is used for distinguishing
between acute myeloid leukemia (AML) and acute lymphoma leu-
kemia (ALL) tissues. This dataset contains 72 samples with 7,129
genes: 25 samples of AML and 47 ALL tissues [1]. The classification
task is to distinguish these two types of leukemia according to the
gene expression profiles.

Leukemia2 data: A collection of leukemia patient samples from
bone marrow and peripheral blood for is used for distinguishing
between acute myeloid leukemia (AML) and acute lymphoma leu-
kemia (ALL) tissues. The data for the ALL tissues are further divided
in terms of B cells and T cells. Leukemia2 consists of 72 samples
with 5327 genes, and of these samples, 38 are of AML, nine are
of ALL-B, and 25 are of ALL-T [1]. The task is to build a classification
model to distinguish the three subtypes of leukemia.

Table 1

Experimental dataset description.
Dataset #Features #Samples #Classes #SFR
Colon 2000 62 (40/22) 2 0.031
CNS 7129 60 (39/21) 2 0.008
Prostate 12,600 102 (50/52) 2 0.008
Leukemial 7129 72 (47/25) 2 0.010
Leukemia2 5327 72 (38/9/25) 3 0.014
DLBCL 7129 77 (58/19) 2 0.011
Ovarian 15,154 253 (91/162) 2 0.017
SRBCT 2308 83 (29/25/11/18) 4 0.036

Diffuse Large-B-Cell Lymphoma (DLBCL) data: Diffuse large B-
cell lymphomas (DLBCL) and follicular lymphomas (FL) are two
B-cell lineage malignancies. There are 7129 genes with 58 DLBCL
samples and 19 FL samples in the DLBCL data. The goal is to build
a classification model to discriminate DLBCL from FL [38].

Ovarian data: The goal of this experiment is to distinguish ovar-
ian cancer from non-cancer using proteomic spectra data. Ovarian
consists of 253 samples, including 162 ovarian cancers and 91 con-
trols, for all 15,154 identities [39].

Small Round Blue Cell Tumor (SRBCT) data: There are four dif-
ferent types of childhood tumors: Ewing’s family of tumors
(EWS), neuroblastoma (NB), non-Hodgkin lymphoma Burkitt's
lymphoma (BL) and rhabdomyosarcoma (RMS). SRBCT consists of
83 samples with 2308 genes: 29 samples of EWS, 18 samples of
NB, 11 samples of BL and 25 samples of RMS. The classification goal
is to distinguish these four subtypes of tumors based on the gene
expression profiles [37].

For the purpose of this study, KNN was integrated into the
wrapper procedure to evaluate the quality of a candidate feature
subset and was also chosen as the classifier to evaluate the final
obtained feature subset. In our study, we used ReliefF, which is a
distance-based filter measure that has great power in selecting dis-
criminative features and good stability toward the perturbation of
the training set [5,40], to generate a ranked feature set from the
original feature space. For each method, a 10-fold cross-validation
was conducted, and in this process, one fold was used as the test
set to evaluate the final selected feature subset while the remain-
ing nine folds were used as the training set [41]. The training set
was directed to the IWSS and IWSSr methods for feature selection
using the relevance criteria presented in the above section.
Specifically, feature selection was conducted on the training set
to ensure an unbiased feature selection protocol [42], and the clas-
sifier was trained on the training set projected over the selected
feature subset and evaluated on the test data projected over the
selected features. To demonstrate the effectiveness of the KNN
algorithm in wrapper-based feature selection, the commonly used
1-Nearest-Neighbor (1NN) and 3-Nearest-Neighbor (3NN) classi-
fiers were employed to evaluate both the quality of the candidate
subsets and the quality of the final selected feature subset. For the
1NN and 3NN classifiers, we used the Euclidean distance metric to
calculate the distance between any two instances. In addition, the
fast correlation based filter (FCBF) algorithm, a well-performing
state-of-the-art feature subset selector [43,44], was used as a com-
parison with the proposed methods. To measure the quality of the
feature subset selected by FCBF, 1NN and 3NN were also used as
classifiers.

Tables 2 and 3 present the experimental results for the 1NN and
3NN classifiers, respectively, in terms of the average classification
accuracy and the number of selected genes for FCBF, SFS, and
IWSS with the IWSSr methods with mf={2, 3} as the superscript.
For a comparison, the last two columns present the average accu-
racy over the original feature space and the number of features of
each dataset. The best accuracy achieved by the four methods on
each experimental dataset is shown in bold, and the last row
“AVE.” presents the average accuracy and number of selected
genes.

As shown in Table 2, for the IWSS and IWSSr methods, the accu-
racy with all of the experimental datasets is improved markedly
with a large reduction in the feature dimensionality; specifically,
the accuracy reaches more than 95% for the SRBCT, Leukemia2
and DLBCL datasets with approximately 10.0 features selected,
whereas the IWSS method even reaches 100% accuracy with an
average of 9.4 features on the Ovarian dataset, and its average
accuracy increased by 5.1% compared with that obtained with
the same approach without feature selection. Although the SFS
method does not achieve an accuracy as impressive as that
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Table 2
Experimental results of FSS with the 1NN classifier.
Dataset SFS IWss? IWss? IWSS2 IWSsS? FCBF Original
accu #gene accu #gene accu #gene accu #gene accu #gene accu #gene accu #gene
Colon 72.4 4.5 76.0 10.8 73.6 114 78.8 6.8 75.7 5.1 78.0 15.5 771 2000
CNS 53.0 4.1 63.1 12.0 64.2 11.0 66.0 7.2 65.3 6.1 61.7 38.6 61.5 7129
SRBCT 84.3 5.5 96.7 111 97.8 12.0 96.1 6.3 88.9 5.2 92.9 42.0 91.1 2308
Leukemial 87.4 2.0 89.0 8.4 93.0 8.7 93.0 35 90.4 34 94.7 70.6 90.2 7129
Leukemia2 82.0 39 95.8 6.1 98.8 5.4 94.6 4.4 98.6 35 91.3 53.9 88.9 5327
DLBCL 80.5 3.7 90.0 10.5 92.1 10.5 95.0 6.2 88.6 53 89.1 53.5 87.0 7129
Prostate 79.3 39 92.2 124 88.3 10.8 833 6.0 92.1 6.2 90.0 53.4 76.5 12600
Ovarian 98.8 29 99.2 8.7 100.0 9.4 98.4 4.4 98.8 4.5 100.0 31.1 95.2 15154
AVE. 79.7 3.8 87.8 10.0 88.5 9.9 88.2 5.6 87.3 49 87.2 44.8 83.4 7346.9
Table 3
Experimental results of FSS with the 3NN classifier.
Dataset SFS IWSSs? Iwss? WSS2 IWss? FCBF Original
accu #gene accu #gene accu #gene accu #gene accu #gene accu #gene accu #gene
Colon 67.4 44 84.0 114 82.4 10.1 72.9 7.1 79.5 6.4 79.0 15.5 81.7 2000
CNS 53.6 2.5 66.7 124 70.0 12.2 76.9 6.2 56.9 6.9 70.0 38.6 65.9 7129
SRBCT 87.9 7.0 92.3 129 95.9 12.1 94.1 7.0 95.1 7.2 95.1 42.0 92.9 2308
Leukemial 90.7 3.1 97.1 7.6 95.5 7.1 96.3 44 98.3 3.8 92.0 70.6 88.9 7129
Leukemia2 88.6 35 97.3 4.2 97.3 4.1 97.1 35 95.7 3.6 91.6 53.9 90.1 5327
DLBCL 83.3 35 93.6 10.7 93.6 9.9 92,5 53 89.5 53 92.1 53.5 87.7 7129
Prostate 87.4 4.6 94.3 10.6 90.2 10.0 96.0 6.2 89.4 5.9 91.1 53.4 79.3 12600
Ovarian 99.2 29 99.2 10.5 98.8 103 99.2 4.8 97.2 4.8 98.8 31.1 94.0 15154
AVE. 823 39 90.6 10.0 90.5 9.5 90.6 5.6 87.7 5.5 88.7 44.8 85.1 7346.9

obtained with IWSS and IWSSr, it greatly reduces the feature
dimensions, potentially enhances the generalization ability of the
KNN classifier, and reduces the time cost associated with con-
structing the classifier. Compared with FCBF, the IWSS and IWSSr
methods achieved better accuracy on the majority of the experi-
mental datasets and always obtained feature subsets with a smal-
ler size. Specifically, IWSS? obtained an 87.8% average accuracy
with 10.0 features selected, and IWSS> obtained an 88.5% average
accuracy with 9.9 features selected compared with the 87.2% aver-
age accuracy and 44.8 features of the FCBF. Additionally, IWSS?
obtained an 88.2% average accuracy with 5.6 features selected,
and IWSS,? obtained an 87.3% average accuracy with 4.9 features
selected. The SFS method obtained feature subsets with a markedly
smaller size, but its classification accuracy was not satisfactory and
was worse than that of FCBF in our experiments.

Similarly, as shown in Table 3, the IWSS and IWSSr methods
improved the classification accuracy with approximately 10 fea-
tures finally selected, which constituted a large reduction in the
feature dimensions on all of the experimental datasets, and the
average accuracy increased by 5.5% compared with that without
feature selection. Compared with FCBF, the IWSS and IWSSr meth-
ods achieved better accuracy and obtained feature subsets with a
smaller size on all of the experimental datasets. For example,
IWSS? achieved a 90.6% average accuracy with 10.0 features
selected, and IWSS,? achieved a 90.6% average accuracy with 5.6
features selected, in comparison to the 88.7% average accuracy
with the 44.8 features of FCBF.

Tables 2 and 3 show that these methods achieved improved
classification accuracy with a significant reduction in the feature
dimensionality and that the IWSS and IWSSr methods outperform
the well-performing state-of-the-art feature selection algorithm
FCBF in terms of classification accuracy and the size of the final
selected feature subset, which demonstrates the effectiveness
and superiority of the proposed KNN-wrapper-based feature sub-
set selection method. However, their running time is not trivial.
For example, in our study, IWSS? had a cost of 367.9 s (approxi-
mately 6 min) on the Prostate dataset for the 1NN case and

441.3 s (approximately 7.4 min) for the 3NN case. Thus, in the next
section, we explore the implementation details of these methods,
particularly the classifier that is used inside, that are required to
reduce the time complexity without degrading the quality of the
selected feature subset.

4. Improved wrapper feature selection

In the evaluation of the quality of a candidate feature subset, we
previously considered the KNN to be a black box and disregarded
the inside implementation details. In this approach, we construct
a new KNN classifier from scratch each time when evaluating a
new candidate feature subset. In the wrapper-based SFS and incre-
mental wrapper feature selection methods, the final feature sub-
sets are obtained incrementally by searching and evaluating the
candidate features one by one. In contrast, there are classifiers that
can be constructed incrementally along with the sequence of the
selected features rather than constructed from the beginning,
and the KNN algorithm is a typical case that can be constructed
incrementally when a new feature is included in the selected fea-
ture subset, as discussed in the second section.

Because there is no explicit training step for constructing a KNN
classifier, all of the computation of the KNN is deferred until the
classification, and the actual classification is conducted by compar-
ing the distance between the test instance and all of the training
instances and then choosing the k nearest neighbors to determine
the class label of the test instance. Therefore, we could construct a
distance matrix to maintain the distance between any two differ-
ent instances in the experimental dataset projected over the
selected feature subset. When evaluating a candidate feature, we
can incrementally construct a new KNN classifier by adding the
distance matrix on the candidate feature to the distance matrix
over the selected features rather than calculate it over all of the
features. To clarify this procedure, we will now introduce some
notation and two definitions before illustrating the improved
wrapper and incremental wrapper feature selection methods.
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We first introduce the following notation, which is used in the
subsequent sections: Data is the experimental data with m
instances, n features and one target variable C; F={Fy, F5,...,F,}
is the original feature space of Data; R ={Ry, Ry,.. ,R,,} is a ranked
feature set of F that is obtained using a filter method; S ={S;,
So,...Ss} (1 < s < n)is the current selected feature subset; and F;,
R;, and S; are the ith features in F, R and S, respectively.

Definition 1 (attribute distance matrix). Given a predictive attri-
bute F;, the attribute distance matrix of F; consists of the distance
between any two different instances in the experimental dataset
projected over feature F;. This matrix is noted as D(F;).

Definition 2 (classifier distance matrix). Given the selected feature
subset S, the element of a classifier distance matrix is the distance
between any two different instances in the experimental dataset
projected over the feature subset S. This element is noted as D.

To provide an intuitive impression of the attribute distance
matrix and the classifier distance matrix, we present their logical
storage structure in Fig. 1. Each cell of the matrix stores the dis-
tance between any two instances, and each row or each column
is a distance vector between an instance and the other instances.
In actuality, because of the symmetry of the distance between
two instances, we need to store only the upper or lower semi-
triangular matrix to save on the physical storage space cost. For a
numerical variable (as is the case of the gene expression variable),
KNN with the Euclidean distance metric is often used. In our study,
to incrementally update the distance between two instances, the
squared Euclidean distance is stored in this matrix. Such an
approach ensures that we can incrementally construct the KNN
classifier along with the selection of features. When using this
matrix to find the k closest instances of a test instance, we can
use the square root (by taking the square root of each value in
the matrix), or we can directly use the value in the matrix because
distance is a non-negative and monotonically increasing metric
along with the selection of features.

The classifier distance matrix D not only acts as a fast KNN clas-
sifier to conduct the cross-validation for the experimental dataset
projected over the selected features but also works together with
the attribute distance matrix for the incremental construction of
a new classifier when evaluating the next candidate feature.

Based on the discussion above, we present the improved wrap-
per-based SFS method and the incremental wrapper method with
the KNN classifier embedded.

4.1. Improved wrapper-based SFS method with KNN

Compared with the classical wrapper-based SFS algorithm
(refer to Algorithm 1), we evaluated the quality of a feature subset
by performing a fivefold cross-validation on the classifier distance
matrix rather than first calculating the distance between the test
instance and all of the training instances and then conducting a
fivefold cross-validation. When considering a candidate feature
F;, we first calculated the attribute distance matrix D(F;), and we
then obtained a candidate classifier distance matrix D,,,, by adding
D(F;) to D and then performed a fivefold cross-validation on Dy, to
evaluate the quality of the feature subset S U F;. For each run, we
added the feature F; that achieves the best accuracy to the selected
subset S by replacing D with the corresponding Dy, and we then
continued by selecting the next feature. The stop criterion was that
all of the features had been selected into S or that there was no
increase in the classification accuracy when evaluating the remain-
ing features. Algorithm 3 presents the details of the improved
KNN-embedded wrapper-based SFS method.

Algorithm 3. KNN-embedded wrapper-based SFS

Input: Data with feature set F and class label C;
Output: S; //selected feature subset
1 D =null;
2 acc=0;
3 S =null;
4 while ~isempty(F) do
5 flag = 0;
6 for i =1 to length(F) do
7 compute attribute distance matrix D(F));
8 Dyew=D + D(Fy);
9 ACCpe, = (5-fold cross validation on D,y,,);
10 if accpen > acc then
11 L ind=1i, flag=1;
12 L acc = accuew; Dpest = Diews
13 if flag then
14 S =add(S; Fiu); //select the best feature
15 D = Dpegs;
16 L F=del(F; Fiu); //del Fipq from F
17 else
18 L L break; //stop feature selection
19 return S;

1 2 “c i = m
1
2
distance between
/ instance i and
. / instance j
4——————..——.—4.——1
. | distance vector
J —® between instance
I j and the other
instances
m

Fig. 1. Illustration of the classifier distance matrix.
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4.2. Improved incremental wrapper method with KNN

4.2.1. KNN-embedded IWSS

For the incremental wrapper methods, the candidate features
are evaluated by a classifier that runs over the ranked feature set
R. At the start of the algorithm, the first feature R, is included into
S, and the classifier distance matrix D is calculated on S. When
evaluating a candidate feature R;, KNN-embedded IWSS first calcu-
lates the attribute distance matrix D(R;) and generates a candidate
classifier distance matrix D,,,, by adding D and D(R;). If the result of
a fivefold cross-validation on D,,,, satisfies the relevance criteria
illustrated in the Relevance Criteria section, the candidate feature
R; is included in S, and D is replaced by Dy.,; otherwise, R; is disre-
garded, and D is maintained unchanged. The above procedure is
repeated until no candidate feature is left in R.

4.2.2. KNN-embedded IWSSr

With the exception of the replacement operation in IWSSr, the
procedure of IWSSr is not different from that of IWSS. In terms of
the replacement operation in IWSSr, for a candidate feature R;
we must evaluate the quality of the candidate feature subset {S;,
S2,..4Sj-1, Sj+1s- - Ss, Ri}, which is obtained by swapping S; and R;
in the candidate classifier distance matrix D,,.. The result can be
calculated with the following formula:

Duew = D = D(Sj) + D(Ry). (2)

For the replacement operation, IWSSr evaluates the candidate
subset that is obtained by swapping S; and R; and records the swap-
ping operation that achieves the best improved performance. In
each run, IWSSr updates the selected feature subset with the addi-
tion or replacement operation or keeps it unchanged. Because the
attribute distance matrix D(S;) (Sj€S) has been computed and
stored in memory earlier when S; was evaluated, the proposed
approach is expected to greatly accelerate the process. Algorithm
4 presents the pseudo-code of the KNN-embedded IWSSr method.

Algorithm 4. KNN-embedded IWSS;

Input:  Data with feature set F and class label C, MinFoldersBetter mf:

Output:  S; //selected feature subset
1 ranked features R using a filter method;

2 S={R,}; //selected feature subset
3 compute the classifier distance matrix D over S;
4 acc = (5-fold cross-validation from D);
5 for i=2tondo
6 compute attribute distance matrix D(R;);
7 bestOp = null;
8 D" = null;
i/l replacement
9 for j =1 to length(S) do
10 Dy =D —D(S)) + D(Ry);
11 [accpew, num] = (5-fold cross validation on D,);
12 if (acchen > acc && num >= mf) then
13 L bestOp = swap(S;, R);
14 acc = acCpey;
15 D" =Dy
;// addition
16 Diyew =D + D(R);
17 [accpew, num] = (5-fold cross validation on D)
18 if (accuen > acc && num >= mf) then
19 l bestOp = add(R));
20 aACC = ACCpey;
21 D" = Dyen;
;// replacement or addition
22 if bestOp !=null then
23 L update(S, bestOp);
24 L D=D""

25 return S;

5. Experiments and theoretical analysis
5.1. Experimental results

To demonstrate the performance gain in terms of a reduction in
the time cost, experiments were conducted over the same eight

microarray datasets used in the Experimental Evaluation sub-
section of Section 3. We implemented these algorithms in the
Matlab programming language and ran the experiments on a
Quad-core Intel Core i5 CPU (with a 3.2-GHz processor and 4G
RAM). For the KNN classifier, INN and 3NN were used as the
evaluation function in the feature selection. The experimental
results are presented in Tables 4 and 5.

Table 4 shows the actual time cost of the SFS, IWSS and IWSSr
methods using 1NN as the evaluation function, and Table 5 pre-
sents the experimental results obtained for 3NN. Each cell in the
table contains the time cost on the corresponding data: the former
is the time(s) spent for the case that considers KNN as a black box,
and the latter is the time cost obtained when KNN is explicitly
embedded. The last row “AVE.” represents the average time cost
over the eight microarray datasets. We also present the mean time
cost comparison on the eight microarray datasets for the two cases,
as shown in Figs. 2 and 3.

As shown in Table 4 and Fig. 2, the time cost is significantly
reduced in the case in which 1NN is explicitly embedded into the
wrapper procedure compared with the case in which 1NN is con-
sidered a black box inside. Specifically, in terms of running time,
it presents approximately 4.8-, 2.3- and 2.9-fold improvements
for the SFS, IWSS and IWSSr methods, respectively. As illustrated
in Table 5 and Fig. 3, a high time cost reduction was also achieved
when 3NN is explicitly embedded in the feature selection. This case
results in 3.4-, 1.7- and 3.9-fold improvements in the time cost for
the SFS, IWSS and IWSSr methods, respectively. The experimental
results for both 1NN and 3NN demonstrate the efficiency of our
proposed approach. Furthermore, because the procedure used for
feature selection, i.e., selecting features in a wrapper manner with
a sequential forward selection or incremental scheme, and the cri-
teria to include a candidate feature, i.e., using the relevance criteria
discussed in Section 3, in the KNN-embedded case are not different
from those of the black box case, the proposed approach guaran-
tees obtaining the same feature subset and achieving the same
high accuracy as in the black box case.

5.2. Time complexity analysis

As discussed in this section of the manuscript, we analyzed the
theoretical time complexity of the two types of feature selection
methods: the black box case in which the KNN-inside imple-
mentation details are disregarded and the case in which KNN is
explicitly embedded. For an experimental dataset with m
instances, n features and one target variable (m < n), we used a
fivefold cross-validation-based Relevance Criteria (1m test
instances, and 2m training instances) to determine whether a can-
didate feature is included in the selected subset, similarly to the
experiments. Therefore, the total computational complexity con-
sists mainly of the training time complexity and the test time com-
plexity. Both the average time complexity and the worst time
complexity were analyzed.

5.2.1. Black box case

In this case, there is no explicit training phase for the KNN clas-
sifier; thus, the training time complexity for SFS, IWSS and IWSSr is
a constant, which is noted as O(1). Therefore, we needed to analyze
only the test time complexity assuming that S = {S;, S,...,Ss} is the
selected feature subset, where s is the number of selected features.

(a) SFs:

e Testing: When including a new feature from the remaining
features, SFS must evaluate (n — s) candidate features. For
each evaluation, the time complexity for classifying an
instance is O(¢ms + 2mlog, 42) ; there are 1 m test instances
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Table 4
Time(s) cost comparison for the black box and 1NN-embedded methods.
Dataset SFS IWSS? IWss® IWss? IWss?
Colon 213.6/34.8 40.6/18.3 40.6/18.3 284.2/80.3 228.9/65.9
CNS 691.0/120.6 140.2/63.3 140.4/63.3 1079.4/259.5 908.3/272.7
SRBCT 326.7/43.2 53.8/23.2 54.0/23.2 369.2/99.0 310.5/97.1
Leukemia1l 433.5/129.6 154.0/68.7 154.3/68.9 664.4/300.0 642.7/258.7
Leukemia2 575.8/108.3 121.7/55.3 121.7/54.7 642.2/253.6 532.7/239.7
DLBCL 711.0/132.4 162.5/70.8 162.2/70.7 1127.4/280.8 977.5/312.0
Prostate 1633.4/281.3 367.9/153.9 364.6/154.4 2385.5/745.4 2463.8/529.4
Ovarian 3016.4/678.5 963.0/426.4 977.5/426.6 4567.6/1790.6 4610.7/1751.8
AVE. 950.2/191.1 250.5/110.0 251.9/110.0 1390.0/476.1 1334.4/440.9
Table 5
Time(s) cost comparison for the black box and 3NN-embedded methods.
Dataset SFS IWss? IwWss? Wss? Wss?
Colon 260.7/64.5 47.8/31.7 47.9/31.6 336.6/82.6 321.0/82.5
CNS 550.2/220.9 166.8/110.9 166.4/100.0 1134.2/241.6 1181.9/252.2
SRBCT 494.8/76.9 62.6/38.4 62.4/38.5 476.7/108.1 497.3/100.4
Leukemial 725.8/244.0 185.6/121.2 183.3/121.2 975.0/339.5 867.6/279.0
Leukemia2 635.1/186.5 140.0/91.8 139.4/92.3 629.7/364.6 638.2/211.1
DLBCL 833.9/252.9 196.7/126.4 195.6/126.7 1187.5/353.5 1199.3/303.4
Prostate 2288.5/535.9 441.3/267.6 438.6/267.4 2978.6/537.0 2868.7/536.8
Ovarian 4653.4/1505.9 1432.8/754.6 1418.7/760.2 7276.9/1782.3 7441.9/1566.8
AVE. 1305.3/385.9 334.2/192.8 331.5/192.2 1874.4/476.1 1877.0/416.5
to be evaluated, and the above process is repeated five
1500 T T T y T times because of the fivefold cross-validation. Thus, the
I biack box case time complexity is O(3;_; ((#mk +Emlog, ™) «1m«5 «
1250 + | (22222 1NN embedded (n—k))) = O(m?(3n — 2s)(s® +s) + m?nslog,m), with s
features finally selected, and the worst case is
o(m?n® + m?n? + m*n® log ,m)=0(m?n3) if all of the
1000
features are selected (n=s).
% (b) IWSS:
E750 e Testing: The time complexity for classifying an instance is
b= O(2ms + 2mlog, 2m); the number of iterations is n because
i n features need to be evaluated; and the process is repeated
500 p p
five times because of the fivefold cross-validation for all of
the Im test instances. Thus, the time complexity is
250} O((2ms +2mlog, ™) « n+ 5+ 1m) = O(m?ns + m*nlog,m) for
the average case and O(m?n?) for the worst case when all
0 of the features are included (n =s).
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Fig. 2. Mean time cost comparison on the eight microarray data with the 1NN

classifier.
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Fig. 3. Mean time cost comparison on the eight microarray datasets with the 3NN

classifier.

(c) IWSSr:

e Testing: Slightly different from IWSS, IWSSr must evaluate
(s + 1) candidate subsets with s replacement and one addi-
tion operation within each iteration. Thus, the test time
complexity of TWSSr is O((2ms + 2mlog, 4") «nx (s + 1)*
5 x1m) = O(m?ns? + m?ns + m?nlog,m), and the worst case
is O(m?n®) when all of the features are included (n = s).

5.2.2. KNN-embedded case

For the KNN-embedded case, because the fivefold cross-val-
idation-based relevance criteria calculation is conducted on the
classifier distance matrix D, we therefore must maintain this
matrix when evaluating the candidate features, and we defined
the calculation of D as the training of the KNN classifier. In this
case, we must consider the training time complexity.

(a) SFS:

e Training: For the attribute distance matrix of each feature,
we must perform a calculation with time complexity
O(nm?) when selecting the first feature. During each itera-
tion, we must calculate (n — s) classifier distance matrices
with a time complexity of O(m?(n — s)); the above process
is repeated s times because s features are selected. Thus,
the time complexity is O(m?(ns + n — s2)).
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Table 6
Summary of the time complexity for the black box and KNN-embedded methods.
Type SFS IWSS IWSSr Item
Average Worst Average Worst Average Worst
Black box 0o(1) 0o(1) 0o(1) 0o(1) 0o(1) 0o(1) Training
O(m?(3n — 2s)(s® +s) + m?nslogym) ~ O(m?n®)  O(m?ns + m?nlog;m)  O(m?n?) O(m?ns? + m®ns + m?nlogym)  O(m?n®) Test
O(m?(3n — 2s)(s® +s) + m?nslogym)  O(m2n®)  O(m®ns + m?nlog;m)  O(m?n?) O(m?ns? + m*ns + m®nlogym)  O(m?n?) Total
Embedded  O(m%(ns+n — s?)) o(m?n?)  O(m?n) O(m?n) O(m?ns + m?n) o(m?n?) Training
O(m?(ns + s — s%)log,m) 0o(m?n) O(m>nlog,m) O(m?nlogom)  O(m?n(s + 1)logym) O(m?n*log;m)  Test
0O(m?(ns +s — s®)log,m) o(m?n?)  O(m?nlog,m) O(m?nlogym)  O(m>nslogm) O(m?n®logym)  Total
Table 7
Summary of the space complexity for the black box and KNN-embedded methods.
Type SFS WSS WSSt
Average Worst Average Worst Average Worst
Black box O(mn +m) O(mn +m) O(mn +m) O(mn +m) O(mn +m) O(mn +m)
Embedded 0O(m?n +m?) 0O(m?n +m?) O(mn +m?) O(mn +m?) O(m?s + mn — ms + m?) O(m?n + m?)

o Testing: The time complexity for classifying an instance is
O(¢mlog,%™) because the classifier distance matrix D
facilitates us in finding its k closest neighbors by sorting
the distance vector of D; in each iteration, (n — s) classifier
distance matrices are evaluated for each of lm test
instances, and the above process is repeated five times
because of the fivefold cross-validation. Thus, the time com-
plexity is O(m?(ns +s — s?) logom), and the worst case is
O(m?n log,m).

(b) IWSS:

o Training: For each of the n iterations, we must calculate an
attribute distance matrix and a classifier distance matrix
with a time complexity of O(m?); thus, the training time
complexity is O(m?n).

e Testing: There are {m test instances; the time complexity
for classifying an instance is O(2mlog, 2), and the time of
the iterations is n; the above process is repeated five times
because of the fivefold cross-validation. Thus, the time
complexity is O(2mlog, 4% « n « L « 5) = O(m?nlog,m).

(c) IWSSr:

e Training: Slightly different from IWSS, IWSSr must calcu-
late (s+1) classifier distance matrices rather than one.
Thus, the time complexity is O(m?n(s + 1)).

o Testing: For each iteration, we must evaluate s additional
candidates; thus, the test time complexity is O(2mlog, 4"
# M (S+1) % 5«T) = 0(m?n(s + 1)log,m). The worst is
O(m?*n? log,m).

A summary of the training and test time complexities as well as
the total time complexity for the three methods is presented in
Table 6. Although the training time complexity for the KNN-
embedded case increases, the test complexity is greatly reduced,
which leads to a reduction in the total time complexity. We
observed that KNN-embedded methods are approximately s/log,m
times faster than the black box cases for an average case and at
least n/log,m times faster in the worst case, which demonstrates
that a larger number of features selected is associated with a
greater reduction in the time cost.

5.3. Space complexity analysis
5.3.1. Black box case

Because the experimental data with m instances, n attributes
and one target variable needs to be loaded into memory and there

is no KNN classifier to be trained, the space complexity is
O(m x (n+1))=0(mn + m) for SFS, IWSS and IWSSr.

5.3.2. KNN-embedded case

We are required to not only load the experimental data into
memory but also maintain a classifier distance matrix and the
corresponding attribute distance matrices. Therefore, the total
space complexity arises mainly from these three parts.

For SFS, the space complexities are O(mn+m) for loading
experimental data into memory, O(m(m — 1)) for storing the clas-
sifier distance matrix and O(nm(m — 1)) for storing the attribute
distance matrices. Therefore, the total space complexity is
O(m?n+m?), as determined by adding the three complexities
together.

For IWSS, IWSS is not required to maintain the attribute
distance matrix and instead maintains the classifier distance
matrix; thus, the space complexity is O((m+mn)+m(m —1))=
O(m? + mn).

For IWSSr, an additional s attribute distance matrices are
required to be stored compared with IWSS because of the
replacement operation; thus, the space complexity is
O(m? + mn + m?s — ms), and the worst case is O(m?n +m?) when
all of the features are evaluated (n =s).

Table 7 summarizes the space complexity for both the average
case and the worst case. The results show that, even for the worst
case in SFS, the difference in the space complexity between the
black box case and the KNN-embedded case is very small (less than
a factor of m), as is the case for the IWSSr method. For IWSS, the
space complexity for the embedded case is O(mn + m?) compared
with O(mn +m) for the black box case, and the additional space
cost is negligible because m < n. For example, for the case of the
Ovarian dataset, which has the highest dimensions (15,154 genes)
and the largest number of samples (253 samples) in our experi-
ment, the space costs obtained assuming that 8 bytes are required
to code a double are 29.7 MB for SFS, 29.7 MB for IWSS and
34.6 MB for IWSSr in the KNN-embedded case compared to
14.9 MB for the black box case. The space complexity analysis
demonstrates that the extra space cost in the RAM memory is
affordable in current practices.

6. Conclusions

In this study, we proposed an approach for accelerating wrap-
per-based feature subset selection methods with an embedded
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KNN classifier. The time cost in evaluating the quality of a candi-
date feature arises primarily from the inner fivefold cross-
validation when using the KNN classifier as a black box. Considering
this, we proposed the construction and dynamic maintenance of
a classifier distance matrix (which consists of the distance between
instances projected over the selected feature subset) rather than
recalculation of the distance starting from scratch each time when
a new feature is considered. This approach thus can greatly speed
up the evaluation process and reduce the actual running time cost
by avoiding massively repetitive calculations. Also, the proposed
approach can apply to accelerating three types of feature selection
methods, including wrapper methods with SFS, IWSS and IWSSr.
Since the feature selection procedure and the criteria to include a
candidate feature of the proposed approach are not different from
the original approach, it is guaranteed that the proposed methods
achieve the same feature subset as the original ones. To show the
effectiveness of wrapper-based SFS, IWSS and IWSSr methods in
selecting informative features, experiments were first conducted
on eight publicly available microarray datasets. In comparison
with the well-performing state-of-the-art feature selection method
FCBF, the wrapper method with KNN outperforms FCBF in terms of
classification accuracy and the size of the finally selected features.
To demonstrate the performance gain in terms of time cost reduc-
tion, we then analyzed the theoretical time complexity and con-
ducted an experimental study on the eight publicly available
microarray datasets to show the actual time cost for both the black
box case and the KNN-embedded case. The theoretical analysis and
experimental results demonstrated the efficiency of the proposed
approach in terms of running time without degrading the accuracy.
In addition, a space complexity analysis showed that the additional
space overhead is clearly affordable in practice when handling
gene expression profiles.

Notably, in our study, the squared Euclidean distance rather
than the Euclidean distance is stored in the classifier distance
matrix to save on the computational cost. Because distance is a
non-negative metric, the squared Euclidean distance and
Euclidean distance are equal for measuring the relative distance
between the test instance and the training instances, which guar-
antees obtaining the same feature subset. If the Euclidean distance
is stored in the classifier distance matrix, we would need to first
square the distance and then add it to the attribute distance matrix
to obtain a candidate classifier distance matrix for a distance com-
parison. Each time after selecting a new feature, we first calculate
the square root of the distance and then store it in the classifier dis-
tance matrix. Obviously, the latter performs additional calculations
and is more time-consuming compared with the former.

Furthermore, compared with the case of considering KNN as a
black box, the space complexity of our proposed method is
O(m?n +m?) for SFS, O(mn+m?) for IWSS and O(m?n+m?) for
IWSSr. Typically, if we maintain only a temporary attribute dis-
tance matrix rather than keeping the attribute distance matrices
for all of the features, the space complexities of SFS and IWSSr
are equal to that of IWSS, O(mn + m?). In handling gene expression
profiles with high dimensionality (thousands of genes) and small
sample sizes (as low as tens of samples), the space complexity of
the proposed method is approximately equal to that of the black
box case, i.e., O(mn + m), which indicates that the additional space
cost of the proposed method is quite small and can be easily met
by today’s computers for gene expression profile analysis. In han-
dling data with ultra-large dimensionality and samples, the classi-
fier distance matrix may not fit into the memory. Then, we can turn
to the distributed computing paradigm, such as the MapReduce
Framework, to divide the distance matrix into several small parts
by row or column and store them on distributed hosts [45]. We
would then use Map operations to calculate the attribute distance
matrix and the candidate classifier distance matrix and use Reduce

operations to decide whether to select a candidate feature and
update these matrices in parallel [46]. In our future research, we
plan to study other search strategies, such as sequential backward
selection and sequential floating selection, as well as to explore
other learning algorithms that have similar properties.
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