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Abstract
The uncertainty of hand gestures, the variability of gestures across subjects, and the high 
cost of collecting a large amount of annotated data lead to a great challenge to the robust 
recognition of gestures, and thus it remains quite crucial to capture the informative features 
of hand movements and to mitigate inter-subject variations. To this end, we propose a ges-
ture recognition model that uses two different types of sensors and optimizes the feature 
space towards enhanced accuracy and better generalization. Specifically, we use an accel-
erometer and a surface electromyography sensor to capture kinematic and physiological 
signals of hand movements. We use a sliding window to divide the streaming sensor data 
and then extract time-domain and frequency-domain features from each segment to return 
feature vectors. Afterwards, the feature space is optimized with a feature selector and a ges-
ture recognizer is optimized. To handle the case where no labeled training data are avail-
able for a new user, we apply the transfer learning technique to reuse the cross-subject 
knowledge. Finally, extensive comparative experiments concerning different classification 
models, different sensors, and different types of features are conducted. Results show that 
the joint use of kinematic and physiological sensors generally outperforms the use of single 
sensor, indicating the synthetic effect of different sensors, and that the use of transfer learn-
ing helps improve the cross-subject recognition accuracy. In addition, we quantitatively 
investigate the impact of null gesture on a gesture recognizer and results indicate that null 
gesture would lower its accuracy, enlightening related studies to consider it.
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1  Introduction

With the rapid development of pervasive computing and the ever-increasing demands for 
intelligent services, the way of human–computer interaction has changed from the com-
puter-centered scheme to human-centered one [1], and researchers have conducted consid-
erable work on the interaction methods, among which, hand gestures are a convenient and 
natural medium [2]. Compared with other modalities (e.g., voice, keyboard, mouse, and 
camera), gestures have the advantages of naturalness, directness, simplicity, robustness, 
and portability, and thus they are widely used in rich scenarios (e.g., entertainment, health-
care, security, intelligent control, biometrics, soft biometrics, and intelligent protections for 
users) [3–6]. However, activity complexity is inherent to the nature of human beings and 
hand gestures typically have the characteristics of uncertainty, diversity, and concurrency 
[7]. For example, different people have different ways of performing an activity, known as 
inter-subject variation; even an individual may perform an activity differently at different 
places and times, known as intra-subject variation. Besides, some activities, even with dif-
ferent semantics, can trigger similar sensor data, which would hinder the ability of a rec-
ognizer and result in degraded accuracy [8]. Hence, the accurate and robust recognition of 
hand gestures remains challenging and crucial and has been attracting considerable atten-
tion from industry and academia [9–11].

Towards higher recognition accuracy and better generalization of gesture recogni-
tion methods, researchers have conducted studies on the sensing technology and classi-
fication models. From the aspect of sensing technology, we can group them into vision-
based, motion sensor-based, and physiological sensor-based approaches [12]. Vision-based 
approaches apply vision units (e.g., cameras and videos) to capture the images of the target 
action and recognize gestures via computer vision techniques [13, 14]. Such methods are 
often used in gaming, entertainment, and security precautions [14]. However, they have 
the privacy issue and are not applicable in living environments, which greatly limits their 
practical use [15]. Also, the captured images are easily affected by background changes, 
illumination changes, environmental noise, occlusions, and low contrast resolution [16, 
17]. In contrast to vision-based gesture recognition, motion sensor-based methods have a 
wider range of applications in indoor and outdoor settings and even in the extreme con-
ditions such as deep sea and high-altitude environments [18]. Motion sensor-based mod-
els are usually built into the wearable devices that can be worn on different parts of the 
human body (e.g., hands, chest, waist, wrist, legs, and feet). Particularly, multiple devices 
can be simultaneously worn [19, 20]. However, motion sensors mainly reflect the overall 
movements of a subject and have limited power in capturing the dynamic and rich hand 
movements. Considering that hand movements are accompanied by changes in physiologi-
cal signals, researchers also explore the use of physiological sensors, among which, the 
surface electromyographic (sEMG) sensor is the widely used one in gesture recognition. 
The sEMG signals are collected by the patch electrodes, which is safe and non-invasive 
compared with the pinhole electrodes. Hence, the bio-signals of muscle changes can be 
collected by placing the electrodes to corresponding muscles. Though the sEMG signals 
are different across subjects, the patterns are similar during hand movements and can thus 
be used to recognize gestures [21, 22].

According to the used classification models, we can categorize existing methods into 
classical machine learning-based and deep learning-based gesture recognition. Deep learn-
ing techniques have the end-to-end feature learning and recognizer training capability, but 
they require massive computing resources and a large amount of collected data [23], which 
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is often inapplicable to a portable and light-weighted gesture recognizer. Thus, machine 
learning-based methods remain a viable option and even have the priority in building a 
gesture recognizer. Commonly used machine learning models range from generative mod-
els (e.g., naïve baye, and hidden Markov model) to discriminative models (e.g., k-nearest 
neighbors, support vector machine, and random forests). Particularly, for machine learning-
based models, the extraction and use of features largely determines the performance of a 
gesture recognizer, while most of existing studies aim to extract a large number of features 
in developing a gesture recognizer and ignore the existence of irrelevant and redundant fea-
tures. These unimportant features would potentially increase the model complexity, predic-
tion time, and energy consumption. In addition, since different users may perform gestures 
in a quite different way, the sensor data of an existing user and sensor data of a new user 
probably follow a different distribution, which would inevitably lead to degraded recogni-
tion accuracy [24]. One natural way is to collect and annotate sufficient labeled data for 
each user, which is time-consuming. Hence, a way of transferring cross-subject knowledge 
is expected. Besides, gesture recognition faces the null gesture issue, that is, parts of the 
sensor data do not correspond to the predefined gestures in an application. To this end, 
we in this study propose a gesture recognition model with two different types of sensors. 
Specifically, we use the accelerometer and sEMG sensor to capture both kinematic and 
physiological signals of hand movements and extract a large number of features from the 
segments returned by a sliding window. To remove irrelevant and redundant features, we 
apply feature selection algorithms to optimize the feature space of a gesture recognizer. For 
the cross-subject problem, we utilize the transfer learning technique to reuse training data 
of an existing user for training a robust recognizer. The main contributions of this study are 
as follows.

•	 A device embedded with an accelerometer and an sEGM sensor is developed to capture 
hand movements. A large number of time-domain and frequency-domain features are 
extracted from each sensor. Particularly, we consider features from different axes of the 
3-axis accelerometer and different channels of the sEMG sensor. Afterwards, three dif-
ferent feature selection algorithms are used and evaluated to optimize the feature space 
towards a robust gesture recognizer.

•	 Transfer learning technique is utilized to train a gesture recognition model for the cross-
subject scenario where sufficient labeled data is unavailable for a new user to train an 
accurate gesture recognizer. We illustrate the learning scheme and present a transfer 
learning-based gesture recognizer.

•	 Extensive comparative studies are conducted on experimental data. Results show the 
superiority of the use of a feature selector and the joint use of sEMG sensor and accel-
erometer in achieving higher accuracy. Furthermore, three widely used transfer learn-
ing techniques are utilized and compared in the cross-subject setting, where the joint 
distribution adaptation algorithm generally performs better.

•	 Considering that null gesture is an inherent part of hand movements, we quantitatively 
evaluate its impact on a gesture recognizer to prompt researchers to notice its existence 
and effect in designing a recognizer. Experimental results show that the inclusion of 
null gesture would lower the accuracy.

The rest of the paper is organized as follows. Section 2 presents related work on ges-
ture recognition from the aspects of sensor technology and classification model. Section 3 
details the proposed gesture recognition model. Section  4 gives the experimental setup, 
results, and analysis, followed by the conclusion section.
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2 � Related work

The choice of sensing units and the use of machine learning model largely determine the 
application scope and the power of a gesture recognizer. We in this section summarize 
related work from the aspects of sensing units and gesture recognition model and compare 
them with our work.

2.1 � Sensing units

To adapt to different human–computer interactions and better serve human-centered appli-
cations, researchers have conducted a wealth of work on sensor technologies and classifica-
tion models. For the use of sensors, different sensors have their own advantages in captur-
ing human activities in different scenarios and they are basically grouped into vision-based 
sensors, motion-based sensors, and physiological signal-based sensors. Vision-based sen-
sors usually use devices (e.g., Kinect and EyeToy) to sense human motion in real-time. For 
example, Ren et al. designed a Kinect-based gesture recognition system that achieved the 
average accuracy of 93.20% [25]. Song et al. proposed a new quality-aware human–com-
puter interaction framework to recognize hand gestures, where a fusion algorithm was used 
to combine hand contours, different positions, and hand motions [26]. Chen et al. recog-
nized gestures with a hidden Markov model that combined spatial and temporal features of 
the input sequences into a feature vector [27].

In contrast to vision-based sensors that have limited use and often suffer from privacy 
issues, motion-based sensors capture the kinematic signals of hand movements to infer the 
on-going gestures [28]. Motion sensors are often embedded into a wearable device for per-
vasive use. There are a variety of motion sensors available for use, among which the accel-
erometer is the widely used one. For example, Xia et al. utilized a wearable device with 
motion sensors to identify the work status of assembly line workers in order to optimize 
the operational flow [29]. Considering that a single accelerometer sensor has limited power 
in recognizing complex activities, Jiang et al. explored the convolutional neural networks 
and multilayer perceptron neural networks to extract features and classify gestures with 
the inertial measurement unit. Their results achieved 97% recognition accuracy [30]. Wang 
et al. used the accelerometer and gyroscope to infer activities and obtained better accuracy 
with the two sensors [31]. However, since the mapping of hand characteristics by motion 
sensors is not comprehensive and easily confused by similar gestures, physiological sen-
sors remain an option to sense and analyze the physiological signals, among which sEGM 
sensors infer corresponding actions by measuring the changes in muscle contractions. For 
example, Sapienza et al. used sEMG sensors to infer four different wrist movements and 
got 92.87% recognition accuracy [32]. Yang et al. developed a gesture recognition system 
with sEMG sensors to help those with prostheses. They tested its performance on five sub-
jects and obtained the average accuracy of 94.66% [33]. Since motion sensors and phys-
iological sensors can reflect hand movements from different views [34, 35], researchers 
proposed to combine different types of sensors towards enhanced accuracy. For example, 
Ceolini et al. proposed a fully neuromorphic sensor fusion approach to combining sEMG 
and visual information for gesture recognition [36]. Lu et al. evaluated a group of wear-
able devices embedded with the sEMG sensor and accelerometer [37]. Jiang et al. used an 
sEMG sensor and motion measurement unit to design a gesture recognizer [38]. Though 
most of the existing studies obtain satisfactory accuracy with different sensors, but there 
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is still a lack of further research and analysis on which features of sensor data to extract 
and use and on the power of different types of sensors when they are utilized jointly or 
separately. Hence, it is necessary to further compare time-domain and frequency-domain 
features and evaluate the features extracted from different channels of an sEMG sensor 
and different axes of an accelerometer. Besides, irrelevant and redundant features probably 
exist in the feature space, and hence feature selection is expected.

2.2 � Gesture recognition model

Besides exploring different sensing units, researchers have designed a large number of ges-
ture recognition models and we can broadly group them into traditional machine learning- 
and deep learning- based models. Deep learning techniques, a subset of machine learning, 
have the ability of end-to-end feature learning and classifier training and can relieve users 
of extracting discriminate features. For example, Guo et al. used a convolutional neural net-
work (CNN) to recognize static gestures [39]. Sun et al. designed a CNN to recognize gesture 
regions in real-time with 98.3% accuracy [40]. Although deep learning models achieve sat-
isfactory accuracy, they generally require large amounts of data and abundant computational 
resources to train a robust recognizer. Hence, traditional machine learning models still remain 
a priority in developing a light-weighted gesture recognizer especially in the edge computing 
setting. For example, Lee et al. proposed a hidden Markov model-based gesture recognizer 
that can recognize gestures with a 93.14% reliability [41]. Bargellesi et al. proposed a random 
forest-based gesture recognizer to infer ten gestures [42]. Pomboza-Junez et al. used the sup-
port vector machine to recognize gestures with sEMG sensors embedded in a bracelet [43]. 
Importantly, for machine learning-based models, the extraction and use of features greatly 
determines the performance of a gesture recognizer, while most of the existing studies, to the 
best of our knowledge, extract a large number of features without paying much attention to 
irrelevant and redundant features. These unimportant features would result in a gesture rec-
ognizer with higher computational complexity and energy consumption, which motivates us 
to utilize feature selection methods to optimize the feature space before building a recognizer.

Due to the inter-subject variation, the distribution between sensor data of an existing user 
and that of a new user could be quite different. Particularly, for a new user, we usually do 
not have his/her (sufficient) labeled data to train a robust gesture recognition model, since 
the collection of data is time-consuming and often impractical. Consequently, if we directly 
apply an existing gesture recognizer to new users, we would suffer from degraded accuracy. 
One simple solution is to collect a large amount of labeled data for each user to train a ges-
ture recognizer. Clearly, this plan is time-consuming. Accordingly, there are studies that use 
transfer learning techniques to reuse knowledge in a new scenario. For example, Yu et al. 
used a convolutional neural network-based transfer learning model for sEMG-based instan-
taneous hand gesture recognition. Their experimental results show that the proposed model 
had better generalization and greatly reduced the training time [44]. Wang et al. proposed 
a cross-domain stratified transfer learning framework that can exploit the internal affinity 
of classes for intra-class knowledge transfer. Experimental results show that the proposed 
model obtains a 7.68% accuracy enhancement [45]. Côté-Allard et al. used the sEMG sen-
sor to collect two sets of data for training a gesture recognizer, where the first data set was 
from 18 subjects and the second data set was from other 17 subjects. They then utilized 
the convolutional neural network-based transfer learning to train a gesture recognizer on 
the first dataset and make predictions on the second dataset [46]. Although achieving bet-
ter performance, most of the existing studies mainly work on single-source data other than 
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multi-source data and often ignore the optimization of feature space. Therefore, we in this 
study would explore and compare transfer learning techniques in the cross-subject setting, 
where the accelerometer and sEMG sensors are used to recognize gestures and labeled data 
from the new user are unavailable. In addition, previous studies often consider the prede-
fined gestures in a specific application and ignore the null gesture in developing a practi-
cal recognizer, which further motivates us to conduct an experimentally comparative study. 
Table 1 summarizes the comparisons between our work and related work concerning infor-
mation fusion, feature selection, cross-subject learning, and null gesture.

3 � The proposed gesture recognition model

We in this section first present the proposed gesture recognition chain and then detail the 
hardware used for capturing the movements of hands. Afterwards, we introduce how to 
collect experimental datasets for four different gestures from the volunteers. Finally, we 
illustrate how to extract and select features from sensor data.

3.1 � Gesture recognition chain

Figure 1 presents the gesture recognition chain, which mainly consists of the training phase 
and prediction phase. In the training phase, we segment the raw sensor data into segments 
using the sliding window technique and extract a variety of features from each segment to 
derive a feature vector. Obviously, feature extraction plays an important role in the chain. 
To optimize the feature space and reduce model complexity, a feature selection algorithm 
is utilized before training the gesture recognizer. In the prediction process, we segment the 
test data, extract features from the segment, and infer the on-gong gestures.

Accordingly, algorithm 1 gives the pseudo-code of the gesture recognition model, where 
lines 1–3 indicate the training stage and lines 4–6 are the prediction phase.

Input: a labeled train set D, gesture label L, a 

test sample x
Output: the gesture label A of x
// the training of a gesture recognition model

1. extract feature sets F1 and F2 from D
2. feature selection on F1 and F2 to get a feature 

subset F
3. train a gesture recognizer GR using D and F
// gesture recognition using GR
4. extract feature F from x
5. A = GR(x, F) // return the gesture label of x
6. return A

Algorithm 1   Pseudo-code of the gesture recognition model
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3.2 � Hardware

To capture kinematic and physiological signals of hand movements, we design a sens-
ing unit with an sEMG sensor and accelerometer. The choice of accelerometer is that it is 
closely related to gesture kinematic signals and widely used in previous studies [29]. The 
accelerometer signals are smoothed with a filter and the sEMG signals are preprocessed 
with rectification and integration operations. Both the processed signals are then transmit-
ted to the server for subsequent analysis. Figure 2 shows the placements of the sensors. 
Since hand movements are closely related to the muscle cooperation of the forearm, the 
functions of each muscle are different. In our experiments, the palmaris longus and exten-
sor digitorum muscles are more active than others when one performs gestures, so the 
sEMG sensor is placed on the two positions [47]. The accelerometer is worn on the posi-
tion that has the greatest movement range.

Table 1   Comparisons between 
our work and related work

Infor-
mation 
fusion

Feature 
selection

Cross-
subject 
learning

Null gesture

Wang et al. [31] √ √  ×   × 
Ceolini et al. [36] √  ×   ×   × 
Jiang et al. [38] √  ×   ×   × 
Bhushan et al. [3]  ×  √  ×   × 
Yu et al. [44]  ×   ×  √  × 
Wang et al. [45] √  ×  √  × 
Our work √ √ √ √

Fig. 1   The gesture recognition chain. The upper part denotes the training stage with procedures of (1)—(4); 
the lower part is the prediction stage with procedures of (a)–(d)
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3.3 � Data collection

In this study, we recruited four male volunteers (named S1, S2, S3, and S4) with the aver-
age weight of 66.5 kg, average height of 174.5 cm, and mean age of 24 years old. Before 
data collection, subjects perform the simple hand movement training in their own styles. 
During data collection, the volunteer sat on a chair and was in a relaxed state. Streaming 
sensor data related to four commonly used hand gestures, including open, turn up, turn 
down, and fist are collected. Particularly, we also collect the sensor data of null gesture. 
Figure 3 presents the exemplary gestures. For each of the gestures, we collect two-hundred 
groups of data from each subject.

3.4 � Feature extraction and selection

For building a gesture recognizer, the streaming sensor data need to be first segmented. We 
here use a sliding non-overlapping window to segment sensor data and extract a variety of 
time-domain and frequency-domain features. Time-domain and frequency-domain features 
are two views of the raw signals. Frequency-domain features are obtained by transforming 
the raw signals into frequency domain with fast Fourier transform [48]. For the dual-chan-
nel sEMG data, we extract time-domain features (e.g., mean, maximum, minimum, stand-
ard deviation, mode, difference between maximum and minimum) and frequency-domain 
features (e.g., shape features and amplitude features) from each channel. Since correlation 
exists between the two channels, we also extract features from the differences between 
readings of the two channels. For the 3-axis accelerometer, we extract features from each 
of its axes and its resultant axis (called rlt-axis in this study) [49]. Suppose {ax, ay, az} 

Fig. 2   The placements of the 
sensors

(a) the sEMG sensor (b) accelerometer

(a) open (b) turn up (c) fist (d) turn down

Fig. 3   Illustration of different gestures



68021Multimedia Tools and Applications (2024) 83:68013–68040	

1 3

correspond to the readings of the three axes, then the value r of the resultant axis is 
r =

√

a2
x
+ a2

y
+ a2

z
 . Table  2 lists the extracted time-domain and frequency-domain 

features.
During the feature extraction phase, we usually extract a large number of features in 

order to better capture the gesture characteristics, which probably introduces irrelevant 
and redundant features and further degrades the performance of a gesture recognizer. 
Accordingly, one feasible way is to reduce the data dimensionality with a feature selector 
for feature space optimization. Noteworthily, we extract all the features in Table 2 during 
the training stage and only extract the optimal feature set returned by the feature selection 
algorithm during the prediction stage.

4 � Experimental setup and results

4.1 � Experimental setup

To demonstrate of the roles of accelerometer and sEMG sensor, we conduct the experi-
ments in three settings: (1) only accelerometer is used; (2) only sEMG sensor is used; and 
(3) both accelerometer and sEMG sensor are used. The sEMG sensor and accelerometer 
work at sampling rates of 200 Hz and 100 Hz, respectively. The streaming sensor signals 
are segmented using a non-overlapping 1 s sliding window, which generates 757 open sam-
ples, 655 turn up samples, 799 turn down samples, 628 fist samples, and 441 null gesture 
samples. Then, time-domain and frequency-domain features are extracted from the seg-
ment. To obtain a set of discriminate features, we evaluate three widely used and powerful 
feature selectors, including reliefF, correlation-based feature selection (CFS), and minimal 
redundancy maximal relevancy (MRMR). We adopt the best feature selector to obtain the 
finally selected features. The number of selected features is experimentally determined.

Besides, towards fair comparisons, we evaluate five commonly used classification mod-
els with different metrics, including support vector machine (SVM) with radial basis func-
tion kernels, random forest (RF), naive Bayes (NB), logistic regression (LR), and k-nearest 
neighbor (KNN). A five-fold cross-validation is used to generate independent training and 
test sets, where the former is used to train a gesture recognizer. As for performance met-
rics, we use accuracy (acc), precision (pre), recall (rec), and F1.

Table 2   Extracted features

Time-domain features Frequency-domain features

Accelerometer X-axis mean, maximum, minimum, 
standard deviation, difference 
between maximum and mini-
mum, mode

shape features: mean, standard 
deviation, skewness, kurtosis; 
amplitude features: mean, stand-
ard deviation, skewness, kurtosis

Y-axis
Z-axis
rlt-axis

sEMG channel 1 mean, maximum, minimum, 
standard deviation, difference 
between maximum and mini-
mum, mode

shape features: mean, standard 
deviation, skewness, kurtosis; 
amplitude features: mean, stand-
ard deviation, skewness, kurtosis

channel 2
difference of 

two channels
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where L = {L1, L2, …, LC} denotes different gestures, C is the number of gestures of inter-
est, Ti is number of samples from class Li that are correctly classified, NPi is the number of 
samples predicted with Li, and NTi is the number of samples from Li (1 ≤ i ≤ C).

In the cross-subject experiments, we first present the degraded accuracy of traditional 
gesture recognizers and then preliminarily explore transfer learning techniques. Transfer 
learning aims to reuse the knowledge from one or more source tasks and applies the knowl-
edge to a target task and it has been successfully applied in many fields such as computer 
vision and natural language processing [50]. This motivates us to explore the use of trans-
fer learning. We herein reuse data from an existing user under the paradigm of transfer 
learning. Figure 4 presents the scheme, where an improved gesture recognizer is adjusted 
with data from subject V1 and V2. Specifically, we adopt the feature-based transfer learn-
ing technique that first transforms the sensor data of V1 and V2 into a common subspace 
and then trains a gesture recognizer on the transformed data of V1 to make predictions for 
the transformed data of V2.

Specifically, we use three widely used transfer learning methods (i.e., transfer compo-
nent analysis (TCA) [50], joint distribution adaptation (JDA) [51], and geodesic flow ker-
nel (GFK) [52]). The main idea of TCA is to map the data from both domains into a high-
dimensional Reproducing Kernel Hilbert Space (RKHS) when the data between source 
domain (denoting an existing user in this study) and target domain (denoting a new user) 
have different distributions. In RKHS, TCA minimizes the distance between source and 

(1)acc =

C
∑

i=1

Ti∕

C
∑

i=1

NTi

(2)pre =
1

C

C
∑

i=1

Ti

NPi

(3)rec =
1

C

C
∑

i=1

Ti

NTi

(4)F1 =
2 ∗ pre ∗ rec

pre + rec

Fig. 4   Transfer learning-based gesture recognition model
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target domains as much as possible while preserving their own properties to a large extent. 
JDA is a distribution adaptation method that considers both marginal and conditional prob-
ability distributions. The idea of GFK is to first determine the optimal subspace dimension 
and construct geodesic lines, then calculate the geodesic flow kernel, and finally transform 
the source domain data into target domain. TCA and JDA project the source-domain data 
and target-domain data into a subspace, so the gesture recognizer is trained on the projected 
source-domain data and predicts the projected target-domain data. Since GFK transforms 
the source-domain data into the target domain, we train the recognizer on the transformed 
source-domain data and use it to make predictions for the target domain. Noteworthily, 
cross-subject setting is a special case of leave-one-user-out cross validation (in leave-one-
use-out scheme, data from one user is taken as the test set and data from other users form 
the training set). If there are only two users, cross-subject evaluation equals leave-one-user-
out cross validation. Since leave-one-user-out cross validation could use data from multiple 
users to better reflect the characteristics of a test user, cross-subject setting is a more chal-
lenging case.

4.2 � Results of feature selection

To determine the optimal number of finally selected features for the three feature selectors, 
we first rank all the features in descending order and then choose the top-k features as the 
selected ones. Specifically, we take 15, 20, and 25 as the candidates of k for the sEMG sen-
sor and the accelerometer. For the fusion of sEMG sensor and accelerometer, we take 25, 
40, and 50 as the candidates. The one achieving the best accuracy is used in the following 
study. Figures 5, 6, and 7 present the experimental results of sEMG sensor, accelerometer, 
and the fusion of sEMG sensor and accelerometer, respectively, where “w/o” denotes the 
results without using feature selection. We can see that feature selection indeed influences 
the accuracy of a gesture recognizer and that the optimal number of features for different 
types of sensors may be different. For example, we observe from Fig. 5 that reliefF gener-
ally achieves stable accuracy and performs better than CFS and MRMR. For reliefF, the 
use of top 25 features is a better choice.

Similar results can be observed in Fig. 6. From Fig. 7, we can observe that the use of 50 
is a good choice. Since reliefF works better in the majority of cases, we use it to optimize 
the feature space.

After determining the finally selected features, we present the gesture recognition results 
of different types of sensors in Table 3, where the first column indicates the sensors and the 
last row “Both” denotes the results of using both the sEMG sensor and accelerometer. The 
results are organized by the used classification model and the best accuracy and F1 are 
shown in bold. From Table 3, we can observe that the use of random forest outperforms its 
competitors. For example, if the sEMG sensor is used, RF gets 98.96% accuracy, compared 
to 97.38% of SVM, 75.13% of NB, 79.22% of LR, and 97.64% of KNN. This is mainly 
because random forest inherits the merits of ensemble learning to learn a robust recognizer 
with better generalization. Second, we observe that the use of sEMG sensor tends to obtain 
higher accuracy than the use of the accelerometer. For example, SVM obtains 97.38% 
accuracy with the sEMG sensor and only gets 86.65% accuracy with the accelerometer. 
This partially indicates that the sEMG sensor better captures hand movements. Third, we 
can observe that the joint use of sEMG sensor and accelerometer generally works better 
than their single use. For example, SVM gets 98.69% accuracy with the two sensors, com-
pared to the 97.38% accuracy of sEMG sensor, and 86.65% accuracy of accelerometer. 



68024	 Multimedia Tools and Applications (2024) 83:68013–68040

1 3

This is mainly because the accelerometer and sEMG sensor could provide complementary 
information to each other, which demonstrates the effectiveness of using different types of 
sensors in designing a gesture recognizer.

Furthermore, Fig. 8 shows the confusion matrix obtained using RF to study the rec-
ognition errors between gestures, whose columns (rows) denote the predicted (actual) 
labels and numbers correspond to the gestures ({1: open, 2: turn up, 3: turn down, 4: 
fist, 5: null gesture}). 10 samples of turn up are misclassified into open for the sEMG 
sensor, 69 turn down samples are misclassified as open for the accelerometer, and 

(e) KNN

(c) NB (d) LR

(a) SVM (b) RF

Fig. 5   Feature selection for the sEMG sensor
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the use of sEMG sensor and accelerometer reduces the number of errors to 4 and 5, 
respectively.

Furthermore, we experimentally investigate the role of different channels of the 
sEMG sensor and different axes of the accelerometer. Table  4 shows the results of 
sEMG sensor. The first column shows the used features, where TD (FD) denotes time-
domain (frequency-domain) features and TFD indicates the concatenation of TD and 
FD. We organize the results by the used classification model. The best accuracy and F1 
in each group are shown in bold and the best F1 and accuracy for each type features are 
underlined.

(e) KNN

(c) NB (d) LR

(a) SVM (b) RF

Fig. 6   Feature selection for the accelerometer
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From Table 4, we observe that the use of RF outperforms its competitors with TD, FD, 
as well as TFD. For example, RF achieves 98.53% accuracy in the time domain, com-
pared to the 95.29% of SVM, 58.12% of NB, 81.94% of LR, and 97.66% of KNN. This 
indicates the superiority of RF in building a gesture recognizer. Second, we obtain mixed 
results in comparing the use of time-domain and frequency-domain features. For example, 
RF obtains 98.35% accuracy with TD and 94.50% accuracy with FD, while the use of FD 
performs better than TD with NB. Third, we can see that the joint use of time-domain 
and frequency-domain features generally obtains better results than the single use of TD 

(e) KNN

(c) NB (d) LR

(a) SVM (b) RF

Fig. 7   Feature selection results for the two sensors
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and FD. For example, with SVM, 95.29% accuracy is obtained using time-domain features 
and 91.62% accuracy is obtained with frequency-domain features, while the use of features 
from both domains gets 97.38% accuracy. This indicates that complementary information 
exists between time-domain and frequency-domain features.

Table 5 shows the results of accelerometer, where X-TFD, Y-TFD, and Z-TFD denote 
the time-domain and frequency-domain features extracted from X-axis, Y-axis, and Z-axis 
of a 3-axis accelerometer, respectively. Also, XYZ-TFD is the concatenation of X-TFD, 
Y-TFD, and Z-TFD. The rlt-TFD is the time-domain and frequency-domain features 
extracted from the resultant axis.

From Table 5, we can observe that the use of RF outperforms its competitors in all cases of 
different types of features (i.e., X-TFD, Y-TFD, Z-TFD, XYZ-TFD, and rlt-TFD), which indi-
cates the superiority of RF over SVM, NB, LR, and KNN. For example, the RF gets 68.06% 
accuracy with X-TFD, compared to the 63.61% of SVM, 45.03% of NB, 55.24% of LR, and 
67.54% of KNN. Second, we observe that the concatenation of features of the three axes per-
forms better than the features of the resultant axis. For example, SVM obtains 86.65% accuracy 
for the concatenation of features and only gets 76.18% accuracy for the resultant axis. This is 
possibly because loss of information occurs when we only use the resultant axis to extract fea-
tures. Third, we observe that the joint use of features of three axes obtains better accuracy than 
their single use, which indicates that different axes contain complementary information in better 
discriminating gestures. For example, in terms of RF, 92.74% accuracy is obtained with XYZ-
TFD, compared to the 68.06% of X-TFD, 81.15% of Y-TFD, and 81.94% Z-TFD.

4.3 � Results of cross‑subject experiments

For the typical gesture recognition procedure, we train a recognizer on the collected data 
and then use it to predict gestures. Due to the inter-subject variation, however, we often 
suffer from degraded accuracy if we directly apply a recognizer that is trained for one user 
to the other user. Figure 8 shows the experimental results where we train a gesture recog-
nizer on user S1 and use it to predict gestures for users S1, S2, S3, and S4. In Fig. 9, the 
first group of results correspond to the accuracy of S1 (i.e., subject-dependent prediction) 
and the other three groups are cross-subject recognition results (i.e., cross-subject predic-
tion). We can observe that the recognition accuracy is greater than 98.0% for S1. However, 
the accuracy decreases significantly for all the five models, if we apply the recognizer to 
S2, S3, and S4. For example, the accuracy of RF decreases from 98.31% to 58.10% for 
S2. This indicates the difference between different subjects in performing (even the same) 
gestures.

1 748 8 0 0 1

2 10 643 0 0 2

3 0 0 792 6 1

4 0 0 0 625 3

5 3 0 0 0 438

1 2 3 4 5

(a) sEMG sensor

1 697 0 54 6 0

2 3 623 19 10 0

3 69 5 716 0 9

4 10 25 15 578 0

5 0 0 5 8 428

1 2 3 4 5

(b) accelerometer

1 752 2 3 0 0

2 4 648 1 2 0

3 5 0 792 2 0

4 0 0 4 624 0

5 0 0 0 3 438

1 2 3 4 5

(c) sEMG sensor and accelerometer

Fig. 8   Confusion matrices obtained using RF and different sensors
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Clearly, one solution to mitigate the problem is to collect a large amount of labeled 
data for each new user. However, the collection of data is time-consuming and often 
impossible, which limits its practical use. The other solution is to reuse data from other 
users with transfer learning techniques. Accordingly, we explore three different transfer 
learning algorithms (i.e., TCA, JDA, and GFK) and present their results in Tables 6, 7, 
and 8 for the case of sEMG sensor, accelerometer, and the fusion of sEMG sensor and 
accelerometer, respectively. The best accuracy and F1 are shown in bold and the symbol 
“A =  > B” in the tables denotes that data from subject A (i.e., source domain) is used to 

Fig. 9   Recognition accuracy for different subjects with the recognizer trained on S1

Table 6   Experimental results using the sEMG sensor

W/O TCA​ JDA GFK

Task acc F1 acc F1 acc F1 acc F1

S1 =  > S2 76.76 74.34 68.84 66.23 78.01 76.49 74.64 75.79
S1 =  > S3 54.06 47.97 52.35 43.57 58.28 53.54 51.40 52.02
S1 =  > S4 58.51 45.28 56.78 45.57 56.53 43.65 59.45 55.26
S2 =  > S1 78.06 76.26 69.42 61.92 75.25 75.69 74.47 74.28
S2 =  > S3 56.20 52.63 52.14 49.77 60.97 59.84 54.87 56.48
S2 =  > S4 69.40 66.75 68.19 66.83 73.89 75.44 66.52 65.55
S3 =  > S1 48.89 46.68 48.15 40.22 50.56 49.84 48.90 48.95
S3 =  > S2 44.96 45.19 55.68 56.89 52.36 55.05 48.62 52.14
S3 =  > S4 70.61 69.76 71.82 73.70 76.42 76.75 72.46 75.74
S4 =  > S1 56.51 42.09 49.52 37.07 58.04 43.42 59.70 56.85
S4 =  > S2 63.35 56.63 71.39 66.20 69.58 63.81 60.87 59.44
S4 =  > S3 83.65 83.40 78.31 78.26 85.79 84.79 79.49 79.40
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train a recognizer to infer gestures of subject B (i.e., target domain). For the purpose of 
comparison, we also present the results, denoted by W/O, without using transfer learning. 
From Table 6, we observe that the use of transfer learning helps to obtain higher accuracy 
for all cases except S2 =  > S1. For example, the use of JDA improves the accuracy to 
78.01% for S1 =  > S2. Compared with TCA and GFK, JDA performs better in the major-
ity of cases. From Table 7, we can observe that JDA improves the accuracy compared to 
the case of without using transfer learning. For example, for S1 =  > S2, JDA improves 
the accuracy to 46.32% from 33.97%; and JDA improves the accuracy from 68.70% to 

Table 7   Experimental results using the accelerometer

W/O TCA​ JDA GFK

Task Acc F1 Acc F1 Acc F1 Acc F1

S1 =  > S2 33.97 32.66 50.45 46.83 46.32 44.73 41.94 43.84
S1 =  > S3 68.70 70.33 63.35 62.36 69.46 70.71 64.20 67.68
S1 =  > S4 65.77 62.09 70.27 72.94 71.17 71.50 65.08 66.92
S2 =  > S1 45.40 34.23 57.57 53.88 50.01 42.31 46.76 45.53
S2 =  > S3 47.01 43.82 61.86 61.68 52.99 51.51 52.13 53.94
S2 =  > S4 21.18 25.02 22.3 31.19 25.91 31.99 23.50 27.60
S3 =  > S1 63.60 60.52 63.17 59.06 69.68 66.89 62.65 63.36
S3 =  > S2 56.32 49.47 58.37 56.22 57.15 51.42 51.81 48.67
S3 =  > S4 64.91 66.03 68.37 71.44 71.50 73.78 60.20 62.30
S4 =  > S1 45.61 41.16 56.4 53.77 48.10 45.26 53.66 55.91
S4 =  > S2 31.16 26.32 46.36 43.56 34.10 31.17 31.53 30.18
S4 =  > S3 50.21 52.61 54.17 55.35 56.77 58.98 56.69 58.97

Table 8   Experimental results using both the sEMG sensor and accelerometer

W/O TCA​ JDA GFK

Task Acc F1 Acc F1 Acc F1 Acc F1

S1 =  > S2 85.57 83.98 86.08 84.9 91.12 90.52 77.32 79.91
S1 =  > S3 86.43 86.90 87.71 88.09 96.05 96.26 87.12 88.38
S1 =  > S4 88.25 86.84 79.43 77.64 97.71 97.89 86.53 87.12
S2 =  > S1 80.21 76.54 76.72 73.15 86.76 84.65 79.23 79.68
S2 =  > S3 73.72 70.12 85.68 85.85 81.38 81.62 75.61 78.33
S2 =  > S4 71.05 70.21 81.76 81.84 77.23 78.09 68.89 71.18
S3 =  > S1 86.24 87.56 86.24 86.62 94.25 94.46 84.67 85.90
S3 =  > S2 86.33 85.94 96.93 96.85 95.31 95.32 88.97 88.82
S3 =  > S4 89.97 90.95 90.23 91.28 97.23 97.47 90.77 92.25
S4 =  > S1 87.51 87.06 91.96 92.88 95.99 96.21 88.56 88.56
S4 =  > S2 66.28 55.65 86.59 85.43 79.91 80.14 68.81 67.59
S4 =  > S3 93.80 93.99 95.51 95.56 98.29 98.35 92.63 92.71
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69.46% for S1 =  > S3. TCA and GFK have mixed accuracy in some cases. For example, 
for S1 =  > S2, TCA obtains the accuracy of 50.45% and GFK gets 41.94% accuracy, com-
pared to the 33.97% accuracy that is obtained without transfer learning; for S1 =  > S3, 
the accuracy without using transfer learning is 68.70%, while TCA and GFK obtain the 
accuracy of 63.35% and 64.20%, respectively. This indicates the superiority of JDA over 
TCA and GFK. Similar results can be observed from Table 8. We observe from Tables 6, 
7, and 8 that the use of accelerometer and sEMG sensor generally obtains better accuracy 
than the single use of accelerometer and sEMG sensor in the cross-subject setting, which 
indicates the synthetic effects of different sensors. For example, for S1 =  > S2, JDA gets 
accuracy of 78.01%, 46.32%, and 91.12% for the single use of accelerometer and sEMG 
sensor, and their joint use, respectively.

Furthermore, we vary the percentage of the used source-domain data to evaluate its 
influence on the gesture recognizer. Figure 10 presents the results, where the Y-axis denotes 
accuracy and X-axis refers to the percentage of source-domain data (e.g., 1 corresponds to 
all the source-domain data, and 1/10 means ten percent of the source-domain data). From 
Fig.  10, we observe a general trend that the accuracy increases with the increase of the 
percentages. This is mainly because more data help reduce the distribution discrepancy 
between source and target domains. Second, compared with TCA and GFK, JDA generally 
performs better and hence remains a priority.

4.4 � Evaluation of null gesture

We in this subsection experimentally evaluate the impact of null gesture on a recognizer. 
Table 9 presents the results without using null gesture, where the best F1 and accuracy are 
shown in bold for each classifier. Each row corresponds to the used sensors and the last row 
is the joint use of accelerometer and sEMG sensor. We can see from Table 9 that the joint 
use of accelerometer and sEMG sensor tends to obtain higher accuracy than their single 
use, which is consistent with previous results and indicates the complementarity of dif-
ferent types of sensors. For example, in the case of SVM, the use of two types of sensors 
gets accuracy of 99.09%, compared to the 98.18% of sEMG and 87.27% of accelerometer; 
in the case of KNN, we obtain 98.77% F1 with the two types of sensors, compared to the 
92.21% F1 of accelerometer and 98.46% F1 of sEMG sensor. From the results of Table 3 
(considering null gesture) and Table 9 (without considering null gesture), we can observe 
that the inclusion of null gesture generally lowers the accuracy of a recognizer. For exam-
ple, SVM gets the accuracy of 97.38%, 86.65%, and 98.69% for sEMG, accelerometer, 
and the two types of sensors, respectively, if null gesture is considered; and the accuracy 
increase to 98.18%, 87.27%, and 99.09%, respectively, if null gesture is not considered.

In addition, we evaluate the null gesture in the cross-subject setting. Figure 11 shows 
the comparative results, where the blue bar (left bar) denotes the results considering null 
gesture and the red bar (right bar) shows its comparative results. We can observe that there 
is a general trend of better recognition accuracy if null gesture is not considered. This, to a 
certain extent, indicates the similarity between null gesture and the predefined gestures and 
further inspires us of taking into account null gesture in developing and implementing a 
practical gesture recognizer.
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5 � Conclusion

Gesture recognition has a crucial role in a variety of pervasive computing scenarios, where 
the choice of sensing units, the extraction and selection of informative features, and the 
transfer of knowledge to new users are three key components in developing a practical ges-
ture recognizer. In this study, we propose a gesture recognition model based on two differ-
ent types of sensors (i.e., accelerometer and sEMG sensor) that can capture the kinematic 
and physiological signals of hand movements. First, we consider the features extracted 
from different axes of accelerometer and different channels of sEMG sensor. Three pow-
erful feature selectors are explored to optimize the feature space and to find a subset of 

(e) S2 => S3

(c) S1 => S4

(a) S1 => S2

(f) S2 => S4

(d) S2 => S1

(b) S1 => S3

Fig. 10   Transfer learning results versus different sizes of source-domain data
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discriminant features. Second, to handle the scenario where no labeled data are available 
for new users to train a gesture recognizer, we utilize and evaluate three transfer learning 
techniques to reuse training data of other users in the cross-subject setting. Third, extensive 
comparative experimental results show that the joint use of sEMG sensor and accelerom-
eter generally outperforms their single use, indicating the synthetic effect of different types 
of sensors, and that transfer learning improves the accuracy of a gesture recognizer in the 
cross-subject setting and JDA tends to perform better than TCA and GFK. In addition, we 
experimentally evaluate the impact of null gesture on a gesture recognizer and results show 
that null gesture generally lowers the accuracy.

(k) S4 => S2

(i) S3 => S4

(g) S3 => S1

(l) S4 => S3

(j) S4 => S1

(h) S3 => S2

Fig. 10   (continued)
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One limitation of the study is the feature engineering, which is often a tedious and 
knowledge-driven procedure and largely rely on the domain knowledge. Representa-
tion learning techniques have the capacity of automatically and effectively learning 
high-level latent features from the raw sensor signals [53], so how to integrate deep 
learning models into the gesture recognition chain to mine the time and spatial depend-
ency deserves further study. Since deep learning models usually require high comput-
ing power, this requires us to develop light-weight model to enable the deployment of 
edge devices. Besides, we plan to conduct future work along with the following aspects. 
First, combined sEMG and accelerometer signals essentially belongs to the multi-view 
learning paradigm. There probably exist high-level interaction among the signals, other 
advanced multi-view learning algorithms could be explored to better capture the rela-
tionship between sEMG and accelerometer signals, where we should consider their 
different sampling rates. Second, although experiments, especially the transfer learn-
ing ones, conducted on the collected datasets achieve the objectives of this study and 
demonstrate our points, experiments on a larger number of participants and more data-
sets, such as those mentioned in [11], would be expected to gain deeper insights and to 
provide a broader perspective on the research questions. Third, we only demonstrate 
the power of single-source transfer learning in obtaining improved cross-subject gesture 
recognition accuracy. Could we obtain higher accuracy, if multi-source transfer learn-
ing techniques are used? How many sources should be then used and chosen? This also 
deserves further study.
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